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Abstract— Fault localization, a central part of network fault management, is a process of deducing the exact source of a failure from a set of observed failure indications. In the network, end systems and hosts communicate through routers and links connecting them. When a link or a router faces with a fault, the information sent through these components will be damaged. Hence, faulty components in a network need to be detected and repaired to sustain the health of the network. In this paper we introduce an end to end method that detect and repair the faulty components in the network. The proposed method is a heuristic algorithm that uses the embedded information retrieved from disseminated data over the network to detect and repair faulty components. Simulation results show that our heuristic scheme only requires testing a very small set of network components to detect and repair all faults in the network.

Index Terms— Network, Sequential Testing, Faulty Routers, Fault Detection

I. Introduction

Network components are prone to a variety of faults such as packet loss, link cut or node ruin. To prevent the faulty components from hindering network applications, it is important aspect to diagnose (i.e., detect and localize) the components that are the root cause of network faults. To diagnose (but not repair) network faults, recent approaches like [11, 12] use all network nodes to collaboratively achieve this. For instance, in hop-by-hop authentication [12], each hop inspects packets received from its previous hop and reports errors when packets are found to be corrupted.

For computer networks, fault diagnosis procedure includes two steps: fault detection and fault localization. Fault detection is to identify whether all and any fault has happened. In this step, detection tools are adopted to detect the presence of network faults. If there exist faults, then fault localization is triggered to identify the fault reason and location then repair. Hence, fault detection is the first key step to perform fault diagnosis for computer networks. To ensure networks normal operation, quick and accurate fault detection methods are needed[13].

Faults components affect the normal operation of the network, and hence should be detected and corrected/repaired. Existing methods to detect and repair fault components of computer networks are active and passive methods. Active method means that information is sent over the network only for detect faulty components. Active measurement incurs additional monitoring traffic (a node needs to monitor itself or its neighbors, and transmit the monitoring results locally or to a centralized server), which consumes precious resources of sensor nodes, and may reduce the lifetime of the network[3]. On the other hand, it has the advantage that it can exactly pinpoint the faults.

Passive method uses existing end-to-end data inside the network: if end-to-end data indicate faulty end-to-end behaviors, then some components in the network must be faulty [1, 2, 3]. In these methods, introduces no additional traffic into the network, and hence is an attractive approach for energy-stringent sensor networks. On the other hand, it poses the challenge of fault inference accurate inference from end-to-end data (i.e., locating all faults with low false positives) is not always possible because end-to-end measurements can have inherent ambiguity[3, 14].

Classical fault detection tools are usually passive methods. These methods use the alarms sent by the failure components to monitor the operational state of the network and detect the presence of faults[14]. After the faults are detected, then they will be further localized based on fault information [15]. Because of their non-intrusive characteristics, passive methods for faults detection have been widely used [15, 16]. The main limitation of passive methods lies in their requirement the support of network components [17]. Those passive methods require that each network component should send out an alarm when it fails or faults. In real applications, however, many network
devices have no such a function, and the alarms may also be interrupted or lost during transmission. Meanwhile, the complexity of modern networks (large scale and etc) could make the relationships between fault alarms and real faults complicated, so that it is difficult to identify fault locations correctly [17, 18].

In recent years, active methods have received many attentions [19]. These methods detect network faults by sending data packets called probes into networks and inferring the health condition of networks according to the probing results [19, 20]. Thus, they have the advantages of little support from network components and capability to infer network performance quickly and accurately [21]. Active probing detection methods should consume network’s bandwidth resources, so most researchers have focused on probe scheduling methods to minimize the bandwidth consuming [19-21]. Meanwhile, some other researchers also propose active probing techniques to solve network black holes problem and the all optical network fault diagnosis problem [19, 20].

Pervious studies on fault detection based on active probing focus on optimal algorithms that select a set of probes to test the whole network components [16, 17]. When the network is small or with simple topology, these methods can work efficiently; but as the network getting large and complex, these methods may be computationally infeasible [22], and will consume too much network bandwidth. To overcome this shortcoming of existing methods, Barford et al. [22] and Zhao et al. [23, 25] proposed some different strategies to monitor network operation. Barford et al. adopted a simple algorithm to select a set of probes to cover a part of the network each time, which could reduce the traffic overhead at each detection stage and cover all nodes after several rounds of detections. Zhao et al. scheduled path measurements in multiple rounds and monitored a part of the network links in each round. These two approaches provided a new way to fault detection in large scale networks [25].

Nevertheless, these two approaches require the complete information situation about networks, which means that the relationships between nodes and probes are supposed to be deterministic [25]. In real applications, however, the information about networks is not deterministic because networks can be interfered by many factors [24]. For example, the probe may be influenced by the environment noise. Thus, using complete information assumption to model networks is unsuitable for some cases [25].

We formulate a problem of optimal sequential testing guided by end-to-end data. This problem determines an optimal testing sequence of network components problem that minimizes the total testing cost [3], it picks the first component to be tested based on the test result (i.e., it is faulty or not faulty) and the end-to-end data (passive measurements, which indicate potential faults), then it determines the next component to be tested. This sequential testing continues until the detected faulty components have explained all end-to-end faulty behaviors. Since these detected faults may not have included all faults in the network. So we identify all faults by solving the optimal sequential testing problem in iterations. In an iteration, based on end-to-end data in this iteration, we solve the optimal sequential testing problem to identify a set of faulty components. We then repair all the identified faulty components and start the next iteration. The iteration repeats until all end-to-end behaviors are normal. At this time, all faulty components have been detected and repaired.

In this paper, we proposed a novel passive method to detect faulty components so then repair. According to this method, bad paths detected based on end-to-end behavior and then theses information used to detect faulty routers and faulty links. It considers all the routers one by one and then tests them from point of view faulty behavior. If a router is marked as a faulty router, it will be repaired. The iteration repeats until all end-to-end behaviors are normal. At this time, all faulty components have been detected and repaired. The aim is to minimize the total testing cost over all the links and nodes of the network. We have compared the proposed method with the basic method proposed in reference [3].

Simulation results show that our heuristic scheme only requires testing a very small set of network components to detect and repair all faults in the network. These results demonstrate the benefits of our approach. Our approach also outperforms two approaches [3] that identify and repair all faults in a network.

This study is divided into the following sections. In section 2 an overview of the problem is given along with brief description of the solution methodology. Section 3 provides a detailed proposed method. The results are analyzed in section 4 and section 5 presents the concluding results.

II. Problem Definition

Consider a network where sent and receive data from clients to a server [3]. We assume the amount of end-to-end data can be used to detect faults in the network:

- Insufficient amount of data indicates faults.
- Sufficient amount of data indicates that the network is operating normally.

The status of a component (i.e., whether faulty or not) can be tested through active measurements, e.g., by monitoring the component locally, or looking into the internal states of relevant components. This test incurs a testing cost, which accounts for personnel wages when human is involved, or network bandwidths used to transfer the monitoring results to the server [4][6].
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A fault in a network can be of various forms: fault links and fault routers (nodes).

In particular, our goal is to detect and repair fault routers that are used in routing. These faults can have several causes. (e.g., hardware faults, program bugs and etc.).[3] We determine whether a router is fault or not based on its average loss rate or reception rate (defined as one minus the average loss rate). Router r is fault if its average reception rate lies below a threshold, \( t_r \). Otherwise, r is not fault or good. We assume the threshold, \( t_r \), can clearly separate good and bad routers, i.e., good routers have reception rates much larger than \( t_r \) while bad routers have reception rates much lower than \( t_r \). Furthermore, if a router (node) is good (or bad) on one path, then it is good (or bad) on all paths that use the router[3, 7].

Consider two settings of the problem:

1. We know complete path information, i.e., we know the path used by a client at any point of time.

2. We only know probabilistic path information, i.e., we only know the set of paths that are used by a client and the probability using each path. Here consider we only know probabilistic path information.

When only knowing probabilistic path information, we define client-server reception rate as the probability that a packet is sent/receive from a client to the server successfully. It can be estimated from end-to-end data: when \( n \) packets are sent/receive from a client to the server, and \( m \) packets arrive successfully, it is estimated as \( m/n \)[8]. We again assume that there exists a threshold so that at least one router used by a client-server pair is faulty if and only if the client-server reception rate is below this threshold. Again, we say a client-server pair (or simply a pair) is faulty or bad if its reception rate is below the threshold; otherwise, it is not faulty or good.

The above assumptions imply that all the routers on a good path/pair are good, and a bad path/pair contains at least one bad router[3, 9, 10]. Therefore, the potential bad routers are the ones that are used by bad paths/pairs, excluding those used by good paths/pairs.

For example, Table 1 shows the routers that are used by clients for transmit information, there are client=3, server=1 and router=3.

Table 1 shown that the client 1 used from router 1,2 and 3 for transmit information to the server and client 2 used only from router 2 for transmit information to the server and client 3 used from router 1 and 2 for transmit information to server. For example, if router 1 is faulty then faulty paths are Path 1 and Path 3 (shown table 2).

If router 2 is faulty then faulty paths are Path 1, Path 2 and Path 3 (shown table 3). If router 3 is faulty then faulty path is Path 1 (shown table 4). If both router 1 and router 2 are faulty then faulty paths will Path 1,Path 2 and Path 3 (shown table 5).

### Table 1: routers that are used by clients for transmit information

<table>
<thead>
<tr>
<th>Client</th>
<th>Router1</th>
<th>Router2</th>
<th>Router3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client 1</td>
<td>Router 1</td>
<td>Router 2</td>
<td>Router 3</td>
</tr>
<tr>
<td>Client 2</td>
<td>Router 2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Client 3</td>
<td>Router 1</td>
<td>Router 2</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table 2: Faulty paths when router1 is faulty

<table>
<thead>
<tr>
<th>Path 1</th>
<th>Router1</th>
<th>Router3</th>
<th>Router2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 3</td>
<td>Router 1</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table 3: Faulty paths when router2 is faulty

<table>
<thead>
<tr>
<th>Path 1</th>
<th>Router1</th>
<th>Router3</th>
<th>Router2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 2</td>
<td>Router 2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Path 3</td>
<td>Router 1</td>
<td>Router2</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table 4: Faulty path when router3 is faulty

<table>
<thead>
<tr>
<th>Path 1</th>
<th>Router1</th>
<th>Router3</th>
<th>Router2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 2</td>
<td>Router 2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Path 3</td>
<td>Router 1</td>
<td>Router2</td>
<td>-</td>
</tr>
</tbody>
</table>

III. The proposed Method

In this section, we develop a heuristic algorithm to solve the problem. The algorithm chooses a sequence of routers for test. In each step a router is selected for the test, if the router is good then next router selected for the test else if router is bad then repair router and the topology and bad paths re-configuration. We next describe the proposed method in detail. We aim is to reduce test cost.

3.1 Difference between Good Paths and Bad Paths

First step our method is identify difference between good paths and bad paths, we find the difference
between good paths and bad paths, the difference is based on routers used at each path.

For example if we assume that router 1 and router 3 are faulty base on table 6. So bad paths are Path 1 and Path 3 (shown table 7). Good path is Path 2 when router 1 and router 3 are faulty base on table 6 (shown table 8). Therefore, table 9 shown difference between good paths and bad paths. In fact, we are every one of the good paths minus with bad paths.

Table 6: Routers used at different paths

<table>
<thead>
<tr>
<th>Path 1</th>
<th>Router 1</th>
<th>Router 2</th>
<th>Router 3</th>
<th>Router 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 2</td>
<td>Router 2</td>
<td>Router 4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Path 3</td>
<td>Router 1</td>
<td>Router 2</td>
<td>Router 3</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7: Faulty paths when router 1 and router 3 are faulty base on table 6

<table>
<thead>
<tr>
<th>Path 1</th>
<th>Router 1</th>
<th>Router 2</th>
<th>Router 3</th>
<th>Router 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 3</td>
<td>Router 1</td>
<td>Router 2</td>
<td>Router 3</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 8: Good path when router 1 and router 3 are faulty base on table 6

<table>
<thead>
<tr>
<th>Path 2</th>
<th>Router 2</th>
<th>Router 4</th>
</tr>
</thead>
</table>

Table 9: difference between good paths and bad paths

<table>
<thead>
<tr>
<th>Path 1 - Path 2</th>
<th>Router 1</th>
<th>Router 3</th>
<th>Router 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 3 - Path 2</td>
<td>Router 1</td>
<td>Router 3</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 10: An example For greedy algorithm description paths

<table>
<thead>
<tr>
<th>Path 1</th>
<th>Router 2</th>
<th>Router 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 2</td>
<td>Router 3</td>
<td>Router 1</td>
</tr>
<tr>
<td>Path 3</td>
<td>Router 4</td>
<td>Router 1</td>
</tr>
</tbody>
</table>

3.2 Select the router for the test

In this step (second step), algorithm pick the router for test in difference table (difference table between good paths and bad paths) based on the following equation:

\[ H = \frac{(N_k \times P_k)}{C_k} \]  (1)

Algorithm picks the router with the highest \( H \). \( N_k \) is the number of paths that use Router \( R_k \). Intuitively, it favors links with high values of \( N_k \times P_k \). Furthermore, it favors links that are used by more paths. This is because, intuitively, knowing the status of such routers may provide more information. \( C_k \) is the cost for testing router \( R_k \). \( P_k \) is the probability that a router \( R_k \) is faulty.

We use an example to illustrate this scheme. The paths are shown in table 6, where three client send/receive data to a server via the paths are shown in table 6. There is five routers, \( R_1,..., R_5 \). We assume that routers \( R_1 \) and \( R_3 \) are bad. The cost for testing a router is 1 unit. The probability that a router is faulty is \( p = 0.1 \).

We assume that we only know probabilistic path information. In this case, end-to-end data indicate that Path 1 and Path 3 are faulty. We consider two client-server pairs, all identified as bad from end-to-end data. Therefore difference between good paths and bad paths shown in table 9. Since \( R_1 \) and \( R_3 \) are more used in difference table between good paths and bad paths, we will test link \( R_1 \) or \( R_3 \) first and find it is Faulty. Next it is repaired[3, 4, 7]. We assume \( R_1 \) detected and repaired.

In the next iteration, compute difference table between good paths and bad paths again and detect Path 3 is faulty. In this iteration detect the \( R_3 \) is faulty and repaired.

To summarize, for this example, the proposed algorithm uses two tests to identify all faulty links.

Steps of our method are:

a) compute difference table between good paths and bad paths.

b) pick the router for test in difference table based on the (1) equation.

c) Test

d) Repair

Fig. 1: our method chart
Steps run until difference table between good paths and bad paths is none (difference table = 0).

IV. Performance Evaluation

This section, We evaluate the performance of our heuristic algorithm with greedy algorithm that the propose in [3] in a network. We used MATLAB for simulations. In the following, we describe the greedy algorithm.

4.1 Greedy Algorithm

In each step, this algorithm picks the router that provides the highest gain. The gain from knowing the status of a router is defined as the cost savings (from the routers that do not need to be tested due to this knowledge) subtracted by the testing cost of this router.

More specifically, for router $R_k$, let $\theta_k$ denote the expected gain from knowing the status of router $R_k$, let $\theta_{kb}$ denote the cost savings when knowing $R_k$ is bad, and let $\theta_{kg}$ denote the cost savings when knowing $R_k$ is good. Then $\theta_k = P_k \theta_{kb} + (1-P_k)\theta_{kg} - C_k$, where $P_k$ is the probability that $R_k$ is bad, and $C_k$ is the cost of testing $R_k$[3].

For greedy algorithm description we assume there are paths as well table 10. The topology of table 10 is as well figure 2.

![Fig. 2: An example to illustrate the greedy algorithm testing schemes](image)

When we assume know probabilistic path information, the three lossy paths shown in table 10. We calculate the gains from testing the various routers as:

$\theta_1 = 4p + 2(1-p) - 1 = 2p + 1 = 1.4$

$\theta_2 = \theta_3 = 3(1-p) - 1 = 2 - 3p = 1.4$

$\theta_4 = \theta_5 = -1$

The expected gain $\theta_1$ is calculated as above because if Router 1 is bad, then Path 1, Path 2 and Path 3 are explained and hence we do not need to test links Router 2, ..., Router 5, leading to a saving of 4; if Router 1 is good, then Router 2 and Router 3 must be bad, leading to a saving of 2. expected gain $\theta_2$ is $3(1-p) - 1$ since if Router 2 is bad, then it leads to no savings; if Router 2 is good, then Router 1 must be bad, which makes testing Route r3, Router 4 and Router 5 unnecessary, leading to a saving of 3. The gain $\theta_5$ is obtained in a similar manner. Knowing the status of Router 4 or Router 5 does not lead to savings, and hence the gain is $-1$. Since testing links Router 1, Router 2, and Router 3 provide the same highest gain, we break the tie arbitrarily. Suppose we choose to test Router 2. We find that Router 2 is good, and hence Router 1 must be bad, which explains all paths. After Router 1 is repaired, the second iteration is similar to that under the ordering algorithm. To summarize, for this example, the greedy algorithm uses two iterations and two tests to identify all lossy links[3].

4.2 Tradeoffs between the Our and Greedy Schemes

The greedy scheme has a higher complexity than our scheme [3]. We compare the performance our schemes in more general settings where we, however, do not know the prior probability that a router is faulty, and assume that the prior probabilities of all the routers are the same. Simulation results shows that our heuristic scheme is outperform compare to greedy scheme.

So far, for ease of exposition, we only consider faulty routers. The heuristic schemes is also applicable to the more general scenarios where both nodes (routers) and links can be faulty.

4.3 Simulation Results

In this section, we evaluate the performance of our heuristic algorithm with greedy algorithm In the network.

There are two types of routing: static and dynamic routings. Under static routing, the paths from the clients to the server are fixed, and we know the complete path information. Under dynamic routing, there are several paths from client to server and we assume a path report service that reports path information periodically to the server. We assumed dynamic routing in simulations.

For testing costs, there are two models of cost: homogeneous and heterogeneous cost models, respectively. In the homogeneous cost model, all the routers have the same testing costs of 1 unit. In the heterogeneous cost model, the testing cost of a router is proportional to its distance to the server. More specifically, a router that is $k$ hops away from the server has a testing cost of $k$ units; a link that is adjacent to the root has a testing cost of 1 unit, and $k$ hops away from the server has a testing cost of $k$ units. We assumed homogeneous model in simulations.
The prior probability that a router is faulty can be estimated from historical data, if a network has been operating for a long time. It can also be estimated online from end-to-end data. This technique is, however, computationally intensive, and we were not able to obtain results in a reasonable amount of time for our simulation scenarios. In the following, for simplicity, we assume that the prior probabilities are unknown, and all routers have the same probability of being faulty. Under this assumption, the proposed testing scheme does not depend on the exact value of \( p \). For our scheme sequential testing scheme, we set \( p = 0.1 \).

We compare our sequential testing schemes with existing studies [3] that also localize and repair all faults in a network.

First, we consider a network that has one server and 50 client, this network uses of 100 routers to Transmission information. Figure 3 shown plots the results when clients = 50 and routers = 100. The results of greedy and our method testing schemes are plotted in the figure 3. Number of router use via clients is randomly assigned to clients.

Figure 3 shown that our propose method is better than greedy algorithm for find faulty routers. It shown that the testing cost in our propose method is less than greedy algorithm when number of the bad routers are 10. Number of routers used via clients is between 1 and 20 and randomly assigned to clients.

In other status, we consider a network that has one server and 200 client, this network uses of 500 routers to transmission information. Figure 4 shown plots the results when clients = 200 and routers = 500. The results of greedy and our method testing schemes are plotted in the figure 4. Number of routers used via clients is between 1 and 50 and randomly assigned to clients.

V. Conclusions

In this paper we proposed a novel method to detect and repair all faulty links and nodes while minimizing the total test cost. The proposed method first detects bad paths based on the end-to-end path behavior and functionality and then the routers that are distinguished as fault node are repaired based on the passive method proposed in this paper. Simulation results show that our heuristic algorithms has only a few testing cost, since a small subset of components needs to be scanned to identify all faulty components in the network. These results demonstrate the benefits of our approach.
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