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Abstract— One of the main purposes of the semantic
Web is to improve the retrieval performance of search
systems. Unlike keyword based search systems, the
semantic search systems aim to discover pages related
to the query's concepts rather than merely collecting all
pages instantiating its keywords. To that end, the
concepts must be defined to be used as a semantic index
instead of the traditional lexical one. In fact, The Arabic
language is still far from being semantically searchable.
Therefore, this paper proposed a model that exploits the
Universal Word Net ontology for producing an Arabic
Concepts-Space to be used as the index of Semantic
Vector Space Model. The Vector Space Model is one of
the most common information retrieval models due to
its capability of expressing the documents' structure.
However, like all keyword-based search systems, its
sensitivity to the query's keywords reduces its retrieval
effectiveness. The proposed model allows the VSM to
represent Arabic documents by their topic, and thus
classify them semantically. This, consequently,

enhances the retrieval effectiveness of the search system.

Index Terms— Semantic Web; Semantic Concepts;
UWN; Vector Space Model; Arabic Language

I. Introduction

Search engines are the most indispensable took used
in navigating the information published on the Web.
However, having the Web as the biggest global
unstructured database complicates its machine
understandability and processability. This, in turn,
makes the ability to accurately acquire the desired
information extremely difficult. Moreover, the query
words may sometimes be ambiguous since different
people may use different terminologies for the same
concept, Synonymous, while, on the other hand, they
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may use the same words for different concepts,
Polysemous [1]-[2]. Thus, most of the search engines
face the problem of capturing the true purport of the
user's query. Therefore, the main task of the search
engines is to accurately interpret the users' needs,
handle the relevant knowledge from different
information sources, and deliver the authentic and
relevant results to each userindividually [3]-[4]-[5].

In terms of recall/precision, the traditional search
engines can be described as: with high-recall, they have
low precision. This is mainly caused due to the
sensitivity of their results to the keywords, and the
misinterpretation of the synonymous and Polysemous
[6]. Therefore, even if all relevant pages are retrieved,
some irrelevant documents are also retrieved, which is
affecting the precision. On the other hand, if some of
the relevant pages are missed, this leads to low recall.
Therefore, the alternative is the Semantic Search
Engines (SSEs) that use the Ontological concepts for
indexing rather than the standard lexicons used in the
traditional search engines. Thus, the semantic search
engines aim to get pages referring to specific concepts,
rather than collecting all pages that just mentioned the
query's keywords; which may already be ambiguous
[71-[8]- This way, the problem of expressing the same
semantic concept using different terminologies can be
resolved since these terminologies will be recognizable
via the Ontological representation of that concept.
Moreover, the semantic search engines can utilize the
Generalization / Specialization properties of Ontologies
hierarchy. Therefore, if it fails to find any relevant
documents, it may indicate more general answers, and if
too many answers are retrieved, the search engine may
suggest some specializations [7]-[8]. This way, the
returned results will be more relevant, and those missed
will be retrieved, which means higher recall with more
precision [9].
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Unfortunately, however, the Arabic language is still
not fully supported through SSEs [10]. Although
Swoogle ', Hakia?, SenseBot®, and DeepDyve’ are
among the top SSEs, they have low to no support of
Arabic. As Arabic Web sites are increasing constantly,
search systems that handle the semantics of Arabic
Language come to be essential.

The Vector Space Model (VSM) is one of the most
common information retrieval models for text
documents searching due to its ability to represent
documents into a computer interpretable form. Thus,
VSM has a high degree of success and many researchers
have focused on improving its traditional version [11].
In terms of VSM, the weight of term t in document d
refers to its capability of distinguishing that document.
The most frequent term in d, and least frequent in the
entire document-space is the one most capable of
distinguishing d. Sometimes, however, this may not be
the case since the actual distinguishing concept ¢ is
defined via a set of terms scattered throughout the
documentin low frequency each.

This paper proposed a model for constructing an
Arabic concept-space to be used as a VSM index. That
enables the VSM to represent Arabic web documents by
semantic vectors, in which the highest weights are
assigned to the most representative concept. That
permits a semantic classification of the Arabic web
documents, and thus the semantic search abilities
reflected in its precision and recall Ovalues can be
obtained. The construction of the concept-space is based
on the semantic relationships presented at the Universal
WordNet (UWN) ® . UWN is an automatically
constructed multilingual lexical knowledge base based
on WordNet. For over 1,500,000 words in over 200
languages, UWN provides a corresponding list of
meanings and shows how such meanings are
semantically related [12]. The evaluation of VSCAS
system's retrieval effectiveness, a VSM search system,
presented at [13], using the proposed concept-space
index shows a noticeable enhancement against its
performance using the traditional term-space.

The rest of this paper is organized as follows: Section
Il briefly describes how the use of concepts improves
the performance of the VSM. Section Il states the
features of the proposed model in terms of the semantic
expansion and then the concept-space generation. The
next section represents the architecture of the model and
its imp lementation details. The experimental results and
discussion are detailed at Section V. Finally, the paper
is concluded at Section V1.

1 swoogle.umbc.edu/

2 www.hakia.com

3 wwww.SenseBot.com

4 www.deepdyve.com

5 http://mmw.mpi-inf.mpg.de/yago-naga/uwn/downloads.html
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Fig. 1: Term-space to Concept-space

Il. Concepts and Semantic VSM

In Semantic Web, the terms are used to explain
concepts and relationships, i.e., the concepts are
identified by the meaning shared by the related terms
[14]-[15]. When these terms are used separately to
establish a term-space, as in the case of the traditional
syntactic VSM, the definition of their corresponding
concepts will be lost through the term-space, fig.1 (a),
and thus the generated vectors will stray in the space
between them, fig.2 (a) and (b). Moreover, the most
frequent term in the document may not be the most
expressive one. The documents normally have a central
concept, indicated by a group of related-terms, which
together can describe the document better. Therefore,
the document's vector is accurately directed if its
highest weight is assigned to its central concept. That
can only be achieved if the concepts can be defined, and
then used as a semantic index of the VSM. For that end,
the term-space has to be compressed into its equivalent
concept-space. That eliminates the dispersion and
accumulates the weights of the separate terms to get
effective weights for the corresponding descriptive
concepts.

Table 1: Term-space vs. Concept-space VSM

115 e Jaally ot e e adl gy ualy 5}&:3]\‘;; lolsll &) gl ]
o 1S s S s
S S (50 719 o Lall JSy . 5l J saldll a1 S S0 (W12
BooY!
Term Document _ Term
Term | frequency | frequency IDIZ/:“Log weight
dl d2 df dl d2
S |1 0 1 0.6 06 O
AT 1 0 1 0.6 \0_6/ 0
Term ! 1 1 2 0.3 0.3 (0.3
space sy |1 1 2 0.3 N0.31N\0.3
VSM KN
el N IR 06 | o @
[&55)
S |0 1 1 0.6 0 9.6
Concept- OL“%“ 1 2 03 0i4_(ﬁ
space sadl |1 2 2 0.3 106
N IR 1 0.6 0 |06

For more clarification, follow the case presented at
table 1. The first two documents, of a four-document
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space, are presented at the top of the table. The terms
presented at the table are instantiated only in these two
documents. The first document is mainly related to the
concept ‘oY while the second is related to ‘L= Y.
The results of a term-space-based VSM have the
following defects:

e The highest weights of doc.1 are assigned to both:
'3l A and 'oldY), which means that the vectors
angle will mediate these two terms instead of being
sharply aligned to the most relevant term, or hence
concept, see Fig.2 (a). This is also the case of doc.2

with the two terms 'G_ ¥ <SS and 'S <, Fig.2 (b).

e While the term ' is referring to the main topic of
doc.1, but it takes the same value with the term
's=,¥". That means it has the same power of
representing the doc.1 as the word 'u=_¥", which is a
mistake. This is obvious in the vector of doc.1 at
Fig.2 (a), which has an obtuse angle from the axis of
">, This case is also appearing in doc.2 for the
terms 'w=_ Y and 'wSS' look at the vector of doc.2
at Fig.2 (b). That means that if the user uses the
word ' to get results, so doc.1 will be ranked
lower than that if he uses the word 'ols)', which is
directly affecting the recall. Moreover, the word
's=,Y" has the same weight in both documents,
which means that if the user uses the word '_=_Y"" in
the query, both doc.1 and doc.2 will have the same
rank while the doc.2 must achieve a higher rank.
This case affects the precision.

GOV oSSl

] ol i
sl sa N

@ (b)

Doc.1
Doc.2

s

(d) (© ®

(a) and (b) are two projections of 3D-Vector Space. That's for the
simplification of representing 6-terms-gpace. (c) Represents the
conversion of 6-terms-gpace into just 3-concepts-space. (d), (e),
and (f) are Conceptual representations for the generated Concepts:
sl w31, and 'S

Fig. 2: Concepts and Vectors.

These problems are clearly avoided using the
concept-space based VSM presented at the second part
of the table. The six terms are grouped to produce just 3
concepts as presented at Fig.2 (d), (e), and (f). The
representative concepts for each document receive the
highest weights. Therefore, when the user asks for
pages about ' &) or 'glwsy) or ‘a2l A, then doc.1 will be
returned as the most relevant. Also, doc.2 will be more
associated to the concept 'v=_l' than doc.1.
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In terms of vectors, this is interpreted to a clear
alignment of each document to its representative
concept by means of both angle and length. Also, it is
clear that the vector of doc.2 is mediated between the
two concepts: 'u=_¥" and 'S S since both of them is
representing it. By doing so, the concept becomes better
able to represent the documents, which is the purpose of
the research.

I11. Features of the Proposed Modkel

In order to construct the concept-space dictionary, a
traditional term-space is established first, and then
converted into its corresponding concept-space. The
essential tool used to extract the term-space from a
given document-space is the RDI ® Morphological
Analyzer (Swift®). Swift is mainly used to identify all
morphological derivations occurrences of the currently
processed term. These occurrences are stored at the
database and then eliminated fromthe documents-space
to not be encountered anymore, and thus, terms
redundancy is avoided. Once the term-space is
generated, terms will be expanded using the UWN into
three expansion types; Synonyms, Generalization
properties, and Specialization properties. The UWN had
been navigated just for the first depth of each expansion
type. Each expansion is returned along with its
confidence, which is used to give the expansion an
appropriate degree of relevance to the original term.
The UWN had been invoked by 29 different Arabic
dialects 7 in order to get the maximum possible
expansions, since each dialect has its own set of
expansions that may not be shared with other dialects.
The redundant expansions are discarded with retaining
those of the highest confidences.

3.1 Semantic Expansion

The first part of this section discusses how the
synonyms affect the system while the second is
dedicated for explanations about Generalization and
Specialization properties.

3.1.1 Synonyms Usage

The proposed model exploited the synonyms in two
main stages. The first stage is the semantic expansion of
the term-space, as sampled at table 2. The system treats
the synonyms as equivalents to the original term, and
thus their morphological derivations have the same
relevance degree to the term as those of the term itself,

6 http://mmw.rdi-eg.com/

7 The 29 dialectsare those at: http://www.sil.org/iso639-3/codes.asp,
which have the following codes:

aao, abh, abv, acm, acq, acw, acx, acy, adf, aeb, aec, afb, ajp, ajt, aju,
apc, apd, ara, arb, arq, ars, ary,arz, auz, avl, ayh, ayl,ayn, andayp.
Note that 'arb'isthe code ofthe Standard Arabic.
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see table 3. The synonyms are also used at the stage of
concept-space generation, in which they are used as
indicators to the terms that have a shared sense, and
thus can be used to define a corresponding concept.

This is declared in detail at the section of Concept-
Space Generation.

Table 2: Synonyms Sample

Term Id Term Synonyms
1 s ol s o e pla s A ol
2 il Ok sl pie jhe
3 e S, e
4 st G835, 58], e ol sk
5 Y Bl sl ol sl
6 Al A A O a8, A
7 el B a0 LS
8 N Jli e ilS
9 sy Gl el opl s 5l
10 sl A5 oL S
11 Jee & sk Riga, Jad
12 e 5 i Jae ASI 8 AS 50 A
13 Jad Jae ,‘*—L&‘ i ,d»aha
14 Ak B
15 das [USENELENE HENIENEN
16 i Ay 8 A s 2 il Boon
17 Bor s,y Baxa

Table 3: Samples of Terms Synonymous Equivalents

Term Synonyms Equivalent Expansions

ouka BouS a9 ol URCPEY SIS, UG SO 0, SR IRV DY gy DY

oyl Gl el ) s s gl s, s Gl o sl (G ¢ el el
oo g aode Aga Jad cn s B 5 o e (g (e e dde Jelie Jad Jaidy

Table 4: UWN Generalization and Specialization Samples

Id Term Expansion Type Expansions

Super-Classes il
1 sl

Sub-Classes Cla
2 Oles) Sub-Classes s ale Jaa
Sub-Classes okl ANS 5 A8 50 e 5 pie Ay JadAS 0 Ruape G Aaday (Sa Aiga
3 e Super-Classes A, Asse, o sila o 5 e e
4 gosula Instance-Of el daale
BB Has-Instance S o Ul 1Sl (Sl 1350 0 Sula (s 58
6 Olse Sub-Classes Aalue eluzmd (a1 Jleof dikia
2 e Sub-Classes 85¢ sli il e VS8 Cula 0l m)tc a‘h.»h
Super-Classes Jsbe sl U slae

The synonyms vary in their degree of identification
with the original term's meaning. Therefore, the
confidence of each is used to precisely determine how
their instances should increase the overall term's
frequency tf;;. For example, the synonym '3 of the
term '35 is more relevant than the synonym'sS¢.

Copyright © 2013 MECS

3.1.2 Generalization and Specialization Properties

Other types of semantic expansions are those for
generalization properties (Super-Classes and Instance-
of) and specialization properties (Sub-Classes and Has-
Instances). These types of expansions are used as
indicators of an indirect relevance to the term. l.e., if the

1.J. Information Technology and Computer Science, 2013, 11, 1-12
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user searches for a term that is not directly found in the
documents-space, the system can find generalized or
specialized results using these kinds of expansion.
These expanding types may also be used as Named
Entities extractors. For example, the term '¢ _sula') at
table 4, is an instance of both iexle’, and 'sluw', which
can be translated semantically into {'¢ s’ is-a 'sliw,
¢ osula' is-a 'Aexale’}. Also, the word ' 3" has the
instances: 'u=_»8, '’ . which also can be translated
into {'u=Ld is-a " e, "' is-a s »' ...} However,
the UWN is still not fully filled with Arabic Named
Entities; that is why the Arabic Named Entity Extractor
ANEE [16] is used instead.

3.2 Concept-Space Generation

The term-space is converted into a concept-space via
two shrinking levels as described below.

3.2.1 Term-Space Direct Shrinking (Level 1)

This level of shrinking aims to integrate all terms
sharing one or more synonyms into just one
comprehensive concept. For more declarations, refer to
items 2 and 4 at table 2, each of which has a different
list of synonyms unless the shared one: '0lsk'. That
means that they can be merged to develop a concept
gathering all synonyms of both terms as presented in
table 5. The terms 11, 12, 13, and 14, at table 2, are
another example of the direct shrinking process. The
term 'Jac' has three synonyms as 'Jad', 'digs’, and 'g s ',
The synonym 'Jx&' itself is another term in the term-
space, so these terms along with their synonyms will be
directly shrieked. The other synonym, & s <, is also
found in the term space as its derivation '<le s i,
Therefore, they will be shrieked also. The third
synonym '43<' is matched with a synonym of another
term 'iakh ', Consequently, these four terms will be
shrieked to establish the concept 'J«=' represented at
table 5. This way, the terms can be merged to get a
richer definition using the full set of their describing
items as depicted in Fig.1 (b). That gives the concept a
firm definition and thus a higher weight, which is
exactly what is intended by this research. That high
weight is the power that pulls the vectors of the
germane topics to the right direction as presented in
Fig.2 (c).

Table 5: Direct Shrinking Samples

New concept Concept's Definition

dils QUsh Qgisd | pie ke 338005, 3) 8], et
de JJee 48150 A8 )8 duse g g pde Aige Jad
(;A';”Lu:\ ’M

3.2.2 Term-Space Indirect Shrinking (Level 2)

The subsequent shrinking level is applied on the case
of the transitive expansions. For example, if term A is a

Copyright © 2013 MECS

synonymofterm B, which in turn is a synonymof term
C, then the terms A and C are belonging to the same
concept. For example, the third term at table 6, '4, is
one of the synonyms of the fourth term ', so they
will be directly shrieked. Likewise, the word '»2<' is a
synonym of the terms ') 'aal') and ‘ol so they are
considered as direct synonyms to ', and indirect
synonym to ‘o', and so on. This process generates a
list of distinct concepts-space in which no two concepts
are overlapped as presented in Fig. 1 (c).

Table 6: Indirect Shrinking Samples

| Termid | Term | Synonyms |
1 @™ ) BBl B el (&
2 o \ A BEESS
3 4 s 4l \m _ Z > 3
= O—
L5 ol TS
TAY
Y 7= — S TS
7 IR v LS
8 adile G Alile 3 50l §

IV. Architecture and Implementation Details

This section describes the architecture of the model
used to extract an Arabic concept-space from Arabic
Wikipedia. The architecture is depicted in Fig. 3.

1 - Web Documents Arabic Wikipedia
Acquisition Dump files
Annotated
Documents 2 —Arabic NEs Extraction
3 -Documents Processed Web
Preprocessing Documents

Morphological Term

4 - Concept Space

Space and Concept s
Space .

- v
5—Arabic NEs Extraction

Fig. 3: Concept-space Generation Model

4.1 Web Documents Acquisition

This is the process of capturing the Web
documents to be used as the source of knowledge. The
acquired documents are extracted from a full Arabic
Wikipedia dump . The statistics of the acquired
documents are described at table 7 below.

®The used Arabic Wikipedia dump is the version of 29-Aug-2012,
andit isdownloaded from: http://dumps.wikimedia.org/arwiki/

1.J. Information Technology and Computer Science, 2013, 11, 1-12
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Table 7: Acquired Documents Statistics

All Articles Average per Article
Count of Articles 234,208 -
Count of Sentences 1952024 8
Count of Words 40111545 171
Count of letters 302817233 1293
Extracted Named Entities 2146884 9

4.2 Named Entities Extraction and Annotation

A named entity is a phrase that clearly identifies one
item from a set of other items that have similar
attributes. Examples of named entities are first and last
names, geographic locations, ages, phone numbers,
companies, organizations and addresses. ANEE [16] is
capable to recognize Arabic Named Entities of types:
Person, Location, Organization, Time, Number,
Measurement, Percent, and File name. Nevertheless,
just the first three types of annotations were used since
the numbers cause some problems with the Arabic

cllaill sdgall sleavl  Organization wanld
pe0 Location wilo

& ilall Location « bagnll

aul ply Person A nnt .
Crdnld Location Aglowll pl =Vl
Byl Person Anzen Aozl
asiahil Person 1o
L pmeigsll Organization culiiiy

A audy Person cualiii
wsugalll Location oLl
gy Sl Location L=l
44,8, Person huao
8amindl aSlowdl Location el ol
Lzl Location LR 9
Lilog Location (55 ol

L 9l gizg Location liled
gl Location Labladl
FuUgS pued Location Lowiyd
Uiy Location s
chiggaig Location aiyazl
wSebg Location T
dazrnll ol Location sl
Il jauig Location b

ale Person wSlgS

Morphological Analyzer Swift. The first main reason for
extracting the named entities is to keep them out of any
text preprocessing since some ofthem may include stop
words or non-Arabic letters. The second reason is to
send them out to the UWN to be expanded for their
other aliases if they have any. Figure 4 presents a
sample of the ANEE results. As presented in table 7, the
overall number of extracted NEs is 2146884, with an
average of 9 NEs per Wikipedia Article.

Location H g Person
Person © lwrg il Location
Location B Person
Location A Liy Person
Location 1 A Person
Person @ yall Location
Location | DL Person
Person ® daclall Organization
Person © sl Location
Location NI Location
Organization A Al Person
Person weiganll Location
Person @ a,llc Person
Location wld Person
Location @ ey il Person
Location 1 Sslo Person
Location @ Bl Person
Location A ] PR I Person
Location H 7luao Person
Location © Wt Person
Person @ LilaJi Location
Location A ST Location
Person @ U Person
Person # &y Location

Fig. 4: ANEE's Results Sample

4.3 Annotated Documents Preprocessing

This module is constructing the system's documents
space AWDS as defined at Def.1.

Def.1: Arabic Wikipedia Document- Space (AWDS)
and Named Entities List (NEs)

Given Arabic Wikipedia's dump files Dump, the
Documents Space of the system ,AWDS, is produced by
processing the Dump files as follows:

Copyright © 2013 MECS

1. Converting Dump into .txt files using WP2TXT
application,

2. Convert .txt files to Annotated XML files using ANEE,
3. Split XML files into set of separate articles

A ={aj, ay, ..., gj, ..., ap}; where :

n = #articlesin Dump, and a; = articlei.

1.J. Information Technology and Computer Science, 2013, 11, 1-12
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4. Clean A from any non-Arabic letters & Arabic stop-
words, keeping the annotation tags.

5. Extract all NEs along with their categorization in
NEs List.

That will generate both AWDS and NEs, which are
defined as:

a. AWDS = {d;, dy, ..., di, ..., dy},where d; is an
annotated preprocessed Arabic Wikipedia document.

b. NEs is the set of all Named Entities in AWDS, as

NEs = { Ney, Ney, ..., Nej, ..., Ne, }, where:
e Nej :{ nei1, Nej, ..., nejj, ..., neim}
e m =# named entitiesin Articlei

e ne;; =ne(name, category)

P, entity is a Person
L, entity is a Location
0, entity is a Organization

e category=

4.4 Concept-Space Generation

This process is the core of the model, by which the
concept-space index is produced. In order to be
accomplished, the traditional Arabic Morphological
Term-Space MTS is firstly constructed, as detailed at
Def. 2 and Algorithm 1. Then the MTS is semantically
expanded using the UWN as presented in Def.4. The
terms are then grouped into concepts via two levels of
shrinking as described in Def.5 and Algorithm 2. The
main motive of using the UWN instead of the Arabic
WordNet is its ability to return the expansions of a
given word in many dialects. Moreover, its universality
enables the use of translation tools in order to get the
expansions of the words that have no expansions in
Arabic. The last process is searching documents using
the VSM based semantic Search System, VSCAS [13].

Def. 2: Morphological Term-Space (MTS)

The MTS of the model is defined as the set of all
distinct terms that belong to the AWDS.

MTS :{ Mty, Mty, ..., Mt;, ..., Mtk}, where:

Mt; = set of morphological derivations of item i in the
MTS as:

Mt = {tis, tio, ..o Lijy oo Eimbs
k= #itemsin MTS;

m = # derivationsof item i.

Algorithm1: MTSGeneration

1. Input:

2. AWDS

3. Output:

4 MTS

5. Functionsand Variables:

Copyright © 2013 MECS

6. nej: Named Entity j in the set of all Named Entities NE
defined in AWDS.

7. Mt: list of the morphological derivations of the currently
processing term.

8.  TSG: Term Space Generation function

9. GetNextTerm: returns the next term in AWDS.

10.  Swift_Index: see Def.3.

11.  Swift_Search: see Def.3.

12. Steps:

13. Begin

14, Swift_Index (AWDS);

15.  //IMTS generation

16. Foreach nejin NES®

17. If ngj #MTS

18. X =nej;

19. TSG(x); //GoTo27
20. EndIf

21 Foreach diin AWDS
22. x = GetNextTerm(di);
23. TSG(x);

24, EndFor

25.  EndFor

26. Return MTS;

27. Function: TSG(term)
28. MTS.add(term);

29, Foreach diin AWDS

30. Pos = Swift_Search (term, di)'’;
31 If Pos.count >0

32. Foreach pkin Pos

33 Mt.add(p«.word);

34. di.remove_word_at( prindex);
35. EndFor

36. MTS[j] = Mt;

37. EndIf

38. EndFor

39. End

Def.3: Swift Indexing and Searching*
The indexing function of Swift is defined as:
dx = Swift_Index (scope).
Where, scope's indexes are saved at dx.
The searching function is defined as
Pos = Swift_Search(x,scope)

The searching function finds morphological
occurrences of x within the scope.

Pos: list of words/positions pairs that matched the
term x in the scope.

Def. 4: Semantic Terms-Space (STS)

Given MTS, a java application ,using UWN library 2,
Princeton WordNet plugin **, and UWN Core plugin, &
built ** in order to expand MTS to get the semantic

® The Multi-Words Named Entities are taken into consideration.

9 Using RDI Swift Searcher.

1 Using RDI Swift Indexer.

2 Updated version that allows you to obtain statement weights and

fixes a character encoding issue. It is updating according to Aya Al-

Zoghby'sreportat (2012-11-23):
http://mwmw.mpi-inf.mpg.de/yago-naga/uwn/uwnapi.zip

13 http://mmw. mpi-inf.mpg.de/yago-naga/uwn/wordnet.zip

4 http:/Awww. mpi-inf.mpg.de/yago-naga/uwn/uwn.zip
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term-space STS. The expansion function is defined as
follows:

expand(t;) ={S;, Ui, Pi, Hi, Ii},

St; = expand(t;) U M;

STS = { Sty, Sty, ..., St;, ..., Sty }, where:

k = # items in MTS;

M; = Mt; thatis already defined at Def. 2,
Si={s1,...,sa}, lIsynonyms

Ui = {uy,...,up}, //Sub-Classes
Pi={py,....pc}, //Super-Classes

Hi = {hy,...,hq}, //Has-Instances

li = {iy,...,ie}, //Instances-of

Each expansion of s, u, p, h, & i, is represented as a
pair of expansion-word and expansion-confidence on
the form exp = (word, conf.)

Def. 5: concept-space (CS)

Given STS, all items that are representing the same
concept are grouped in order to generate the concept-
space which is defined as follows:

CS ={C4,C,,... ,Cqy}, where:
g = # concepts extracted from c items of the STS;

Ci = the concept i that is defined by set of items of
STS as follows:

Ci ={stis, stip, ..., tij, ..., stic}; where:

st;j = the semantically expanded item j representing
the concepti.

¢ = # items that defined the concept .

Def. 6: Expansions-Merge

The concept-space CS is finally generated by the
application of the function Expansions-Merge on the CS
items to merge the expansions of all participating in the
definition of the conceptiin CS as follows:

C; = Expansions-Merge({sti1, stiy, ...,Stij, ..., Stic})

= Expansions-Merge({{Mi1, Siz, Ui, Pj1, His,
lit}, .. { Mig, Sic, Uic, Pic, Hic, lic}})

Ci ={M;, Si, U;, Pi, H;, I}

Algorithm2: Concept-Space Generation

. Inputs:

STS.

Outputs:

Cs.

Functionsand Variables:

T: Setofall termsin STS

S: Setofall synonymsofall termsin STS

G: List of groups of terms that are directly clustered

®NOO RN
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9. CG: List of groups of terms that are indirectly clustered
10. Expansions_Merge: see Def.6.

11. Steps:

12. Begin

13, Swift_Index(S);

14.  //Shrinking Levell

15.  m=1;//groups counter

16.  Foreachterm;in STS

17. x = [termj, STS[j].Expansions.Synonyms];

18. s = T.exclude(term;) U
S.exclude(STS[j].Expansions.Synonyms);

19. relatedTermsindexes = Search(x, s);

20. If related TermsIndexes.coun >0

21. Foreach rti in relatedTermsindexes

22. G[m].add(rti);

23. EndFor

24, m++;

25. EndIf

26. EndFor

27.  [l/Shrinking Level2
28. Foreachgin G

29. cg=g;

30. Foreachg'inGNg
31 ifgNg'#0@

32. cg=cqgug;
33 EndIf

34. EndFor

35.  EndFor

36. CG.add(cg);
37. ForEachcginCG

38. c= Expansions_Merge(cg);
39. CS.add(c);

40.  EndFor

41.  Return CS;

42. End

V. Results and Discussion

This section discusses the experimental results along
with implementation limitations affecting them.

5.1 Experimental Results
5.1.1 Generated Concept-Space

From the AWDS, a term-space of 391686 terms is
extracted, 31200 of which are NEs. Each extracted term
is enclosed with its set of derivations that occurred in
the document space, with an average of 102 derivations
each. The term-space is then expanded via UWN with
191442 total expansions; 12% of them are in the form
of phrases. The shrinking algorithm is then executed to
generate a concept-space of 223502 concepts from the
term-space, excluding NEs set, by compression ratio of
62 %. The ampler concept is defined by 66 merged
terms while the tighter one is just of two. Some of the
terms are never merged; most of themare NEs, strange,
or misspelled words. The first shrinking level generated
299203 groups of terms from the 360486 terms. The
second level then condensed them into just 223502
groups, each of which defines a distinct concept.

5.1.2 VSM Search System Results

The demonstrated model is evaluated by measuring
its impact on the effectiveness of the VSM search
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system, VSCAS [13], in terms of precision, recall, and
F-Measure. To do so, the VSCAS is executed three
times with the same query; '¢ 43kl plas o W but
different indices; MTS, STS, and CS. The query i
preprocessed and then expanded to be:

{(aejj'I 451)9 79\%)6'5 aaéua) ’JJL‘AA}Y
It is then conceptualized into:

{(Eand A 3 a Tl J 5 By st Al ol oS Adh)
, _)AL.A.A}.

For calculating the system's recall, a sample of 200
documents is randomly selected, reviewed for relevancy,
and then used as the documents-space of the three
experiments. The experimental results showed the
following:

e The highest precision's percentage was that of the
experiment that used the MTS as its index This is
because, in this case, the unrelated, yet retrieved,
pages are just those that have the words 'J2La<', and
“4dk' in an irrelevant context, such as 'Gsésll 3 kad
'L\L.A)L.A“ Jél....cm', 'cé).u.\“ JJLAA'] ':t;):éa“ JALAAX\', ! (pan
4l 'adl Aaad, and 'obes W', They are just 12 pages.
However, despite its high precision, this experiment's
recall is the lowest, since it ignored all those
semantically relevant pages,which are 32.

e The system's precision decreased in the second
experiment; when it used the STS indexing. The main
reason of that is the phrases' handling shortage,
detailed at B-6. Owing to that shortage, the
expanding phrase .55 43k is treated as two words,
and hence all documents related to the word '
solely are also retrieved. That yields the retrieval of
documents about Eissi pakeal| 'G5 el Ay
@ssill' ... etc. Therefore, the overall irrelevant
retrieved documents are increased by other 10 to be
22 documents in total. Nevertheless, the recall is
increased since the missed relevant documents are
decreased to be just 24 instead of 32, as 8 of them are
semantically retrieved due to the expansions 'sb %<,
and " Ak,

e As for the third experiment, which used the
conceptual index CS, the precision increased again,
but not to the extent of the first case, since the phrase
handling problem still affecting it. This time, the
phrase %awed WA caused the retrieval of additional 6
irrelevant documents related to the term '\.54" as ' L&
Al Al W' etc. However, the recall is
increased to the extent that makes the F-Measure of
this experiment the highest one. That is due to the
semantic retrieval of most of the relevant documents.
It just ignored 3 documents concerning ‘g3, and
Ll A8 as these terms are not present in the
concept's definition itself.

Copyright © 2013 MECS
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0.00%

Precision Recall F-
Measure
EMTS 76.92% 55.50% 63.04%
W STS 68.57% 66.70% 67.62%
u CS 71% 96% 81.62%

Fig. 5: The results of VSM Search System using three dictionaries:
MT S: Morphological term Space, ST S: Semanticterm Space,and CS:
Concept Space

5.2 Implementation Limitations

Using the proposed model has enhanced the
performance of the VSM search system; however, there
are many difficulties and limitations that affect the
overall effectiveness. These limitations are discussed
below.

5.2.1 Arabic Language Processing Difficulties

The Polysemy problem is one of the main difficu lties
affecting the operation of concepts extraction. The
Polysemy problem means that the same keyword may
have different meanings depending on its context or its
vowelization as the word '~ = 2'. The non-vowelized
form of the word 'sLk" is ambiguous between two words;
#2k', and '»=k". Moreover, the vowelized word 's2k" itself
is contextually ambiguous. It may refer to 'axk' for
decoy', or's2k' for 'vaccine'.

At the semantic expansion stage, the ambiguous term
may be expanded with a wrong sense, and; therefore, it
will be categorized as a wrong concept. This,
consequently, will affect the shrinking process since the
word will be grouped with others belonging to that
wrong concept. For example, while the word 'ak', at
table 8, contextually means 'axk' for 'decoy’, it is
recognized by UWN as 's+k' for 'vaccine' and thus
expanded to ‘zW'. Swift then aggravated the problem as
it matched the morphological derivation '4xsk' of the
word 's=k', means 'taste’, to the word 'a=k' already
expanded to 'decoy'. That generated a meaningless
conceptdefined as {pb 7@ awal JidNd},

Table 8: Polysemy and Ambiguity Problems

Id Term Synonyms

1 Jida Aerla

2 pxb cd

3 RS _

4 A PSRRI
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The Prefixes and Suffixes uncertainty yield other
matching errors as presented in the second group of the
table. The terms "2’ and ‘2" are grouped because the
words '¢&' and ‘a8 are considered as derivations of
the stem's¥, with prefixes ' and '3, which is wrong.

5.2.2 Morphological Analysis Limitations

The Swift module sometimes results in some indexing,
and hence searching, errors. That causes the cancelation
of several morphological occurrences of the terms,
which yields redundant term-space.

However, the designed systemsolves this problem by
grouping the redundant terms based on their shared
synonyms. This case is sampled at table 9.

Table9: Term-space Redundancy and synonyms Sharing

Solution

Sopa S
Ay pall Qe

S
Qi e
Sl pua Qs
Ua dusls g IS agial
e Jusls (s IS agial S
ua~is Jusls g s IS agial

5.2.3 UWN Limitations

UWN has some limitations that affect the system's
results. The firs is related with the confidence value,
which may give inaccurate or wrong impression about
the relevance between a term and its expansion. It may
give a low value for a highly confident expansion and
the vice versa. Moreover, while the valid confidence
value ranges between 0.0 and 1.0, it sometimes exceeds
that limit. That is due to the combination of information
from two sources, according to Gerard de Melo [12],
which togethergive more than 1.0.

Another issue is that not all UWN expansions are
accurate. They sometimes are incorrectly categorized,
while other times they are overlapped in different
categories. Moreover, they may not be an expansion of
the term at all. For example, at table 10:

1. The words 'd_ja' and 'alaaiul’ are not expansions to
the term ',

2. Even the word '»laaiul is not a true expansion; it takes
the highest confidence, which, to make things worse,
exceeds 1.0.

3. The word 'V is duplicated as a synonym for the
term 'sd.). That comes from the use of different
dialects; however, the redundant expansions must
have the same confidence.

Copyright © 2013 MECS

TABLE 10. UWN LIMITATIONS

term Expansions Confidence

NES /> (0.78932524
NI | 2[4.0747153

) AN — [0.5178884 ]
N |3[ " Tosnzozsa17)

5.2.4 NEs Extraction Limitations

The performance of ANEE as a whole is acceptable;
however, it has some deficiencies. The first is the
extraction of non-NE as sampled in table 11-A. Also,
the NEs may sometimes be misclassified, see table 11-B.
Moreover, it suffers from the contextual ambiguity, as
presented in table 11-C. The last problem is the
overlapping of categorization such as:

O aaly Al S elall e I 10 s Aelial il Jastians s
<[p>kal
& alad alicp>
LY sliPerson><Location><Organization>
Ak 600 Jss</Organization></Location></Person> sasicll
a5 S5 ST (e e sy elall

TABLE 11. ANEE LIMITATIONS

Named Entity ANEE
Category
gl o ) Person
R e Person
e del ) ) Jduads Person
S Sosy Person
:‘_Es" ) i Person
£ | se s Glyia s | Organization
v iadl dgal
"é o A Y A sSall Organization
dapia g ) gea Ao gana Organization
s gl o) e SLSN Location
G5 SIL Location
Al yull ol 530 Location
s Location
Named Entity ANEE The Actual
8 Category Category
é 9 Al o), Person Location
Iy g oYl o Person Organization
a 13562 Location Person
d Organization Location
Named Entity ANEE Contextual
Category Meaning
daall Location lover
‘g sac ) Organization rule, base
2 Ladll Organization daybreak
<E( e Organization reconstruction
E] dag Person thin, fragile
g S Person net, pure
§ SIS Person planets
D) < Person structure
Dy Location photos

The NE 'saidl oYl js categorized as Person,
Location, and Organization. In this case, the outermost
annotation is taken as the categorization result, which
may sometimes be incorrect.
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5.2.5 Wikipedia Misspellings

Since Wikipedia is originally based on the
community efforts, it sometimes contains misspelling
errors, which are unrecognizable by neither UWN nor
Swift, and thus cannot be conceptualized, even if they
are crucial terms. These misspellings may be caused by
the adhesion of two or more words as 'CaSis,
'):u.aL:“)”}', ailia ' telld gddaldl '(';SS‘I.S:\..ILS;!AI, or by the
word's spelling itself as b sisa’, ‘Gulatial, Aila <",

5.2.6 Implementation Deficiencies

The main defect of the system implementation is the
capability of indexing and analyzing phrases. This
shortage is the main reason for CS and STS precisions'
dropping. The set of all expansions of such term are
collected in one sentence as a set of words separated by
spaces to be indexed by Swift. This index is then used
for searching for their morphological occurrences
within the documents-space. Actually, this approach
caused a problem in dealing with the phrasal expansions,
since the phrase will not be identifiable from the rest of
other words. So, for example, when the word 2" was
expanded to the phrase 4155 4%" it was handled as two
separate words. Consequently, the irrelevant documents
about ‘s were retrieved, and; therefore, the precision
is affected. In order to solve that problem, each
expansion must be indexed as a standalone object, and
thus the phrases will be discriminated, and will be
searched for as a whole. However, the main hindrance
of doing so is the excessive memory consumption
caused by this indexing approach, which in turn hangs
up the overall search process.

VI. Conclusions and Future Work

Arabic Language is the mother tongue for 23
countries and more than 350 million persons.
Nevertheless, it is still far from being semantically
searchable. This paper proposes a model for producing
an Arabic Concepts-Space to be used as the index of
Semantic Vector Space Model. The Vector Space
Model is one of the most common information retrieval
models for textual documents, due to its ability to
represent documents into a computer interpretable form.
However, as it is syntactically indexed, its sensitivity to
keywords reduces its retrieval efficiency. In order to
improve its effectiveness, we proposed a model for
exracting a concept-space dictionary, using the
semantic ontology UWN, to be used as a semantic
index instead of the traditionally used term-space. The
proposed model enables a conceptual representation of
Arabic documents space, which in turn permits the
semantic classification of them and thus obtaining the
semantic search benefits. The system's experimental
results showed an enhancement of the F-Measure value
to be 81.62% using the semantic conceptual indexing
instead of 63.04% using the standard syntactic one. Still,

Copyright © 2013 MECS

the model’s implementation suffers some limitations.
Consequently, the above results will certainly be
improved if those limitations are overcome. And so, we
are working on solving the ambiguity problem by
discriminating the meaning contextually. Moreover, we
are working on refining the processing of the phrasal
expansions. That will improve the results noticeably
since 12% of the semantic expansions are in the form of
phrases.
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