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Abstract: The numerical value of k in a k-fold cross-validation training technique of machine learning predictive 
models is an essential element that impacts the model’s performance. A right choice of k results in better accuracy, 
while a poorly chosen value for k might affect the model’s performance. In literature, the most commonly used values 
of k are five (5) or ten (10), as these two values are believed to give test error rate estimates that suffer neither from 
extremely high bias nor very high variance. However, there is no formal rule. To the best of our knowledge, few 
experimental studies attempted to investigate the effect of diverse k values in training different machine learning 
models. This paper empirically analyses the prevalence and effect of distinct k values (3, 5, 7, 10, 15 and 20) on the 
validation performance of four well-known machine learning algorithms (Gradient Boosting Machine (GBM), Logistic 
Regression (LR), Decision Tree (DT) and K-Nearest Neighbours (KNN)). It was observed that the value of k and model 
validation performance differ from one machine-learning algorithm to another for the same classification task. However, 
our empirical suggest that k = 7 offers a slight increase in validations accuracy and area under the curve measure with 
lesser computational complexity than k = 10 across most MLA. We discuss in detail the study outcomes and outline 
some guidelines for beginners in the machine learning field in selecting the best k value and machine learning algorithm 
for a given task. 
 
Index Terms: Cross-Validation, K-Fold, Leave-one-out, Machine learning, Computational complexity. 
 

1.  Introduction 

Artificial intelligence (AI) is a discipline that seeks to enhance computers and software with human abilities to 
think and act like a human effectively. Since its inception, AI has brought tremendous worldwide economic growth in 
every sector of the economy and has augmented humanity’s activities, helping us to make informed decisions [1–3]. AI 
has made everyday life safer, convenient and more straightforward, e.g., better monitoring and diagnostic systems in the 
healthcare industry for professionals to make better decisions and 24/7 availability of AI-enabled customer-centred 
telemedical services. In addition, AI-enabled self-driving vehicles are operating on a mobile ad-hoc network (MANET), 
enabling vehicle-to-vehicle (V2V) communications in the automotive industry. Several subfields of AI, such as 
machine learning (ML) and deep learning (DL), make it possible for a machine to obtain high-level human intelligence 
as applied in the healthcare and the automobile industry. Fig. 1 shows the various sub-fields of AI. In machine learning, 
one technique used for accessing training models that have received much attention over the years is cross-validation 
(CV), also known as rotation estimation or out-of-sample testing technique [4,5]. CV is typically used where ML task is 
prediction, and one seeks to evaluate how accurately a predictive model will perform in training [6]. An ML model is 
given a labelled dataset call training data (DTrain) on which model training is carried out in a classification or 
prediction task. The trained model is then tested on an unseen dataset called a testing set or validation dataset (Dvalid). 
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The goal of a CV is to evaluate the model’s ability to classify new data that was not employed in estimating the model, 
to flag problems like selection bias or overfitting [7]. In addition, for offering a piece of in-depth knowledge into how a 
trained model will generalise to an unseen dataset or a real-world problem.  

There are two types of CV: exhaustive cross-validation (ECV) and non-exhaustive cross-validation (NECV). ECV 
methods are CV techniques that learn and test every possible way to split the original dataset into a DTrain and a Dvalid. 
E.g., (i) leave-p-out CV and (ii) leave-one-out CV (LOOCV). One key drawback of the ECV techniques is the 
computational complexity. NECV techniques do not compute every possible way of dividing the original dataset, 
approximating leave-p-out CV. E.g., (i) k-fold CV, (ii) holdout CV and (iii) repeated random sub-sampling CV. Of all 
the available CV techniques, one commonly used among machine learning practitioners in the k-fold CV [8], due to its 
user-friendliness and powerful nature in evaluating the success rate of ML models used for classification [5,6,9]. 
However, one critical issue with the k-fold CV is selecting the best value of k. 

 
Artificial 

Intelligence 
(AI)

Machine 
Learning (ML)

Deep 
Learning 

(DL)

AI is the concept of creating smart intelligent machines 
(Ability of a machine to imitate human intelligent behaviour

DL is a subset of machine learning that uses vast volumes of data and complex 
algorithms to train a model. (Application of ML that uses complex algorithms and 
deep neural nets to train a model)

ML is a subset of artificial intelligence that helps you build AI-driven 
applications (Application of AI that permits a system to automatically 
learn an improve from experience)

 
Fig.1. Artificial Intelligence and various subfields 

Hence, we focus on the k-fold CV’s problem in this study to examine the effect of different k values on the 
validation performance of four well-known machine learning algorithms. However, the core questions guiding this 
study remains: 

  
1. What is the effect of different k values in k-fold cross-validation on various machine learning algorithms? 
2. What is the optimal value of k that improves the validation performance of most machine learning algorithms?  

 
The remaining sections of this paper are grouped as follows: Section 2 presents a summary of related studies, the 

methodology of the study is present in section 3. Finally, we present the results and their implications in section 4, while 
the concludes the study and directions for future works are presented in section 5. 

2.  Related Works 

The critical nature of k values in a k-fold cross-validation training in machine learning applications has resulted in 
several researchers looking at the possible optimal k for most machine learning algorithms. This section presents a few 
of these studies. 

The best k value for k-fold CV training for KNN, decision trees, Naïve Bayes, SVM, Linear Discriminate Analysis 
(LDA) and Linear Regression CART (Classification and Regression Tree) using similar characteristics on crime data 
was undertaken [9]. The study outcome showed that KNN outperformed all other classifiers trained with the same k 
value. Similarly, the validation accuracy of four different k values (k = 3, 5, 7, and 10) for training Single ANN (SANN) 
and Ensemble ANN (EANN) were examined [6]. The results show that the use of k = 10 offers better performances and 
less biased estimates. Likewise, different k values (3, 5, 7, and 9) was used to train the KNN algorithm for image 
classification. The study concludes that k = 3 gives better classification accuracy than 5, 7 and 9. Marcot and Hanea [5] 
adopted different k values ((k = 2, 5, 10, 20, n − 5, n − 2, and n − 1) ) in a k-fold CV for training discrete Bayesian 
network. The study outcome supported the common use of k = 10 in the literature; however, in some cases, k = 5 
offered better accuracy with Bayesian network models. Our partial search of the literature shows a high percentage of 
ML practitioners use k = 10  [10–19] and k = 5 [9,20,21]. Only a few studies used k = 2 or 3 [22,23]. The literature 
suggests that k =10 is widespread among ML professionals, but as argued in the literature, there is no formal rule 
[5,20,22,24]. Nevertheless, few studies have comprehensively explored how different values of k apart affects the 
validation results in different ML models tested with a dataset of known statistical properties. 
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3.  Methodology 

This section presents the methods and tools used to achieve the aim of this study. Firstly, a framework is designed, 
we download the study dataset, prepare it. We then selected our machine learning algorithms and trained them on our 
dataset with different values of k values in k-fold CV. Next, we measured the validation accuracy by each classifier for 
each k value using two well-known evaluators. Finally, a comparative analysis of the results is carried out. 

3.1.  Research Design 

Fig. 2 shows the workflow diagram of the current study, and it has five (5) stages. Stage 1 (Dataset): The dataset 
used in this paper is open-source data downloaded from the UCI Machine Learning Repository (http://archi 
ve.ics.uci.edu/ml/datasets.html) of size (rows = 5110, columns = 12). The dataset is an observation on stroke-related 
incidence used to predict whether a patient is likely to get a stroke using independent features such as various diseases, 
gender, smoking status, and age.  Stage 2  (Data Preprocessing): We preprocessed the dataset to remove errors, 
redundant data, contradictions and blank spaces. Finally, mean values were used to replace missing and NAN’s values 
in our dataset. The computational complexity efficiency of machine learning models depends on the scale of features; a 
uniform feature promotes better prediction efficiency. Hence, our dataset was scaled between 0 and 1, as defined in Eq. 
(1).  
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where x′ is the scaled feature, x the feature to be scaled,  is the mean and  is the standard deviationµ σ  
 

Dataset
Data 

preprocessing k-fold CV ML algorithms Model
Evaluation 

 
Fig.2. Study workflow diagram 

Stage 3 (K-Fold Cross-Validation): Fig. 3 shows an overview of k-fold CV. A k-fold CV is a technique used for 
evaluating MLM. In k-fold CV, the dataset is divided into k fold. A fold is used in each iteration once as testing data, 
while the remaining folds are used as training data [24]. Thus, the process is repetitive until all dataset is evaluated. K-
Fold CV results are normally re-iterated with the mean score of the values of the MLM. In this study, different k values 
[3, 5, 7, 10, 15 and 20] were selected and compared to identify the optimal k value that improves accuracy in a 
classification task. 
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Fig.3. K-fold CV 
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Steps for k-fold CV 

{ }1 21 devide the training dataset (D ) into k equal subsets such as , , ,
2    1    
3  Let -1 folds be the CV training dataset and  as the testing dataset

Step4 using CV tra

train kStep f f f
Step for i to i k
Step k f

→

→ = =
→
→



in the machine learning model (m) and compute the accuracy (Acc)
Step5  Evaluate the Acc using all the k instances of CV→

 

 
Stage 4 (Machine Learning Model (MLM)):  An MLM is a mathematical representation of a real-world scenario. In 
this paper, four (4) well-known machine learning algorithms were adopted for training and prediction based on different 
k-fold CV.   
 

1. Gradient Boosting Machine (GBM) put together the estimates from multiple DTs to make the final 
predictions. It is one of the most potent MLA building predictive both regression and classification models. 
GBM’s ensemble shallows DTs sequentially with each DT learning and improving on the earlier one, whereas 
RF builds an ensemble of deep autonomous DTs [25]. 

2. Logistic Regression (LR) is an MLA describing data and explaining the association between one dependent 
binary feature and two or more ordinal, nominal, interval or ratio-level independent features [26].     

3. Decision Tree (DT) is a simple supervised MLA for both regression and classification tasks; however, it is 
mainly used to classify problems. It is tree-like in construction, where inner nodes characterise the features of 
a dataset, branches signify the decision rules, and each leaf node signifies the result [10]. 

4. K-Nearest Neighbours (KNN) is easy to understand and implement supervised MLA for classification or 
regression tasks. It adopts the resemblance between new data and available data and puts the new data into the 
most similar group to the available groups. It is a non-parametric algorithm, i.e., it does not make any guess on 
primary data. It is occasionally referred to as a lazy learner algorithm since it does not learn from the training 
dataset instantly instead keeps it. At the classification period, it completes an action on the dataset. 

 
We trained each classifier with all possible k values and recorded its classification performance based on two 

evaluators. Next, we repeat the process until all classifiers are trained with each possible k value, as shown in Algorithm 
1. 

Algorithm 1 

( ) { }
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read (D )                {training dataset}
read classifiers cl    cl selected classifier as a list
for cl  in cl                {for each classifier 
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→

( )i

ances of CV
end for

end for
result cl

→

 

 
Stage 5 (Model Evaluation): We evaluated the k-fold CV training performance of the selected ML algorithms based 
on two well-known metrics for evaluating classification tasks, namely accuracy (Acc) and area under the curve (AUC), 
as defined in Eq. (4) and (5). 
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where, TP= true positive, TN = true negative, FN = false negative, FP = false positive 

3.2.  Experimental Setup 

For generalisation purposes, feature selection or dimensionality reduction was not carried, i.e., we strictly 
considered the original features for training and testing. The predictive performance of MLAs is generally affected by 
assigned hyperparameters values. Taking this into thought, in our try-outs, we used the default scikit-learn 
hyperparameters (see Table 1). All empirical analysis in this paper was done using the Python programming language 
with the Pandas, Scikit-Learn, and Matplotlib. A Lenovo (20EGS12E00), Intel® core™ i5-4340M CPU @ 2.90GHz (4 
CPUs) 12GB memory was used in this study. 

Table 1. Hyperparameter Settings 

Models Hyperparamters 
GBM loss='deviance', learning_rate=0.1, n_estimators=100 

LR penalty= l2, solver='lbfgs', max_iter =100, multi_class='auto', tol=0.0001, C=1.0 
DT criterion='gini', splitter='best', max_depth=None, min_samples_split=2, 

KNN n_neighbors=5, weights='uniform', algorithm='auto', leaf_size=30, p=2 

4.  Results and Discussions 

4.1.  Results 

The core question for the current study is to examine if there is an optimal value of k, which enhances MLM 
validation performance. We examined different k values [3, 5, 7, 10, 15 and 20] on the cross-validation performance of 
four different machine learning algorithms to predict the likelihood of someone getting a stroke. A minimum k-value 
without undue computational complexity that achieved the best CV performance in prediction accuracy (Acc) and AUC 
is taken as the optimal k-value. Table 2 shows a comparative mean summary for all values of k in this study. We 
observed that a specific value of k, say x, results in different performance among machine-learning algorithms for the 
same classification task. As seen in Table 1, the accuracy of the logistic regression models is constant (0.959) 
irrespective of the variation in the value of k. However, we observed slightly decreases in the AUC measure of the LR, 
as ‘k’ increased from 3 to 15. From the outcome, it suggests that k =3 is more suitable for the LR classifier in predicting 
stroke. The accuracy and AUC measure GBM and KNN increased steadily for k values of 3 and 7. The GBM and KNN 
recorded the optimal accuracy at k = 7, while the DT obtained the best accuracy at k = 15. Thus, the outcome suggests 
that the validation performance of a machine learning algorithm is partly dependent on the value of k.  

Table 2. Comparative summary of mean results for all k-values 

 GBM LR DT KNN 
k Acc AUC Acc AUC Acc AUC Acc AUC 
3 0.951 0.8 0.959 0.832 0.922 0.538 0.956 0.547 
5 0.954 0.801 0.959 0.818 0.923 0.52 0.954 0.589 
7 0.955 0.822 0.959 0.83 0.929 0.561 0.957 0.633 
10 0.953 0.813 0.959 0.828 0.924 0.559 0.956 0.621 
15 0.951 0.823 0.959 0.831 0.93 0.581 0.955 0.638 
20 0.949 0.82 0.959 0.832 0.927 0.547 0.956 0.649 

Table 3. Model training performance with k =3 

 GBM LR DT KNN 
k Acc AUC Acc AUC Acc AUC Acc AUC 
1 0.956 0.815 0.958 0.845 0.933 0.543 0.953 0.53 
2 0.948 0.749 0.96 0.811 0.913 0.505 0.96 0.587 
3 0.95 0.836 0.958 0.838 0.921 0.565 0.955 0.525 

Mean 0.951 0.8 0.959 0.832 0.922 0.538 0.956 0.547 
SD 0.03 0.037 0.001 0.015 0.008 0.025 0.003 0.028 

 
Table 3-6 shows the MLA performance for k = 3, 5, 7 and 10, respectively. For a k value of 3, the LR 

outperformed the GBM, DT and KNN. On the other hand, it was observed that the classification accuracy and AUC for 
GMB, DT and KNN decreased with increasing values of k, again more or less stabilising with k ≥ 10 to 20. The results 
(see Table 3 -10) suggest that the consequence of increasing the value of k in a k-fold CV on classification accuracy and 
AUC results in an initial surge in classification accuracy with low values of k-folds (say 3, 5, 7 and 10), however, 
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decreases progressively with greater values of k (15 and 20). The mixed performance results of the machine learning 
algorithms (MLA) with different k values suggest k cannot be generalised for all MLA. Thus, the outcome suggests the 
performance of an MLM when subjected to different k-fold CV is likely determined by different factors relating to the 
model architecture and complexity and the degree and multiplicity of the applied dataset. Tables 3-6 shows that k = 7 is 
the optimal k-value as it offered the best accuracy and AUC measure for GBM, LR, DT and KNN machine learning 
models. 

Table 4. Model training performance with k =5 

k GBM LR DT KNN 
 Acc AUC Acc AUC Acc AUC Acc AUC 
1 0.951 0.792 0.959 0.83 0.914 0.524 0.947 0.592 
2 0.959 0.811 0.959 0.823 0.926 0.483 0.951 0.633 
3 0.947 0.737 0.959 0.759 0.934 0.535 0.959 0.626 
4 0.955 0.881 0.959 0.868 0.93 0.533 0.959 0.581 
5 0.959 0.782 0.959 0.81 0.913 0.524 0.955 0.512 

Mean 0.954 0.801 0.959 0.818 0.923 0.52 0.954 0.589 
SD 0.005 0.047 0 0.035 0.009 0.019 0.005 0.043 

Table 5. Model training performance with k =7 

k GBM LR DT KNN 
 Acc AUC Acc AUC Acc AUC Acc AUC 
1 0.96 0.828 0.96 0.833 0.937 0.556 0.96 0.539 
2 0.954 0.828 0.954 0.852 0.925 0.544 0.954 0.547 
3 0.965 0.724 0.96 0.822 0.919 0.547 0.954 0.796 
4 0.948 0.816 0.96 0.752 0.948 0.562 0.96 0.568 
5 0.954 0.836 0.96 0.83 0.942 0.559 0.96 0.657 
6 0.954 0.862 0.96 0.909 0.908 0.473 0.954 0.64 
7 0.954 0.858 0.96 0.81 0.925 0.687 0.96 0.686 

Mean 0.955 0.822 0.959 0.83 0.929 0.561 0.957 0.633 
SD 0.005 0.043 0.002 0.044 0.013 0.059 0.003 0.085 

Table 6. Model training performance with k =10 

k GBM LR DT KNN 
 Acc AUC Acc AUC Acc AUC Acc AUC 
1 0.959 0.838 0.959 0.802 0.934 0.583 0.959 0.591 
2 0.943 0.802 0.959 0.822 0.893 0.466 0.959 0.673 
3 0.959 0.708 0.959 0.872 0.934 0.583 0.959 0.449 
4 0.959 0.807 0.959 0.843 0.934 0.678 0.942 0.84 
5 0.934 0.686 0.959 0.817 0.917 0.67 0.959 0.601 
6 0.95 0.743 0.959 0.7 0.909 0.474 0.959 0.643 
7 0.959 0.881 0.959 0.879 0.942 0.587 0.959 0.547 
78 0.959 0.919 0.959 0.872 0.917 0.478 0.959 0.647 
9 0.959 0.838 0.959 0.853 0.934 0.487 0.95 0.616 
10 0.95 0.907 0.959 0.816 0.926 0.578 0.959 0.601 

Mean 0.953 0.813 0.959 0.828 0.924 0.559 0.956 0.621 
SD 0.008 0.076 0 0.05 0.014 0.075 0.005 0.094 

 
To assess the best k values (7 and 10) from our experiments, we trained the selected MLAs with the leave-one-out 

cross-validation (LOOCV) technique and compared their outcomes to our optimal k values. We then calculated the 
correlation between the average classification accuracy from the 7-fold CV, 10-fold CV and the LOOCV. Fig. 6 
compares models’ accuracy with k-fold (k = 5 and k = 10) and LOOCV. We observed that for some algorithms, the 
accuracy by the k-fold is infinitesimal higher than that obtained with the LOOCV, and in other cases, its under-
estimates the accuracy. Fig. 7 shows a scatter plot comparing the distribution of mean accuracy scores of 10-fold (x-axis) 
vs the LOOCV (y-axis). Fig. 8 shows a scatter plot comparing the distribution of mean accuracy scores of 7-fold (x-axis) 
vs the LOOCV (y-axis). We observed a high linear positive correlation (0.999) between 10-fold CV and LOOCV. In 
contrast, a perfect correlation of (1.000) between 7-fold and LOOCV. The results support the earlier discussion that k = 
7 leads to a better MLA model performance than k = 10. 
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Fig.4. Model training performance with k =15 

 
Fig.5. Model training performance with k =20 

 
Fig.6. Comparison of models’ performance on k = 5 and k = 10 with LOOCV 
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Fig.7. Distribution of mean accuracy scores k-fold (k = 10) and LOOCV 

 
Fig.8. Distribution of mean accuracy scores k-fold (k = 7) and LOOCV 

4.2.  Discussion 

The essential configuration parameter for k-fold CV is k, which describes the number of folds in which a given 
dataset for a machine learning task is partitioned. This study has performed a comparative study of different k values in 
k-fold CV on Gradient Boosting Machine (GBM), Logistic Regression (LR), Decision Tree (DT) and K-Nearest 
Neighbours (KNN) classification algorithms. The aim was to establish an optimal k value, which gives better prediction 
accuracy and AUC. In this study, the optimal k value was defined as the smallest number of folds (to prevent 
unnecessary computational complexity) which the classification error rate of a classifier is steady. 

Several unanticipated associations arose from our investigation. The experimental results above show that LR 
accuracy and AUC measures are independent of the variation in k value. However, the GBM and KNN vary as the 
value of k increases from 3 to 10 and drops, as ‘k’ is >10. The DT obtained high prediction accuracy as k =15. The 
difference in prediction accuracies with variation in k among the MLAs suggests that the optimal value of k differs 
among MLAs. Our findings disagree with [5] that recorded k =10 as the best k values for a classification task using 
Bayesian network and [6] that obtained k = 10 as more suitable than k = 3, 5 and 7 for nitrate load estimations using 
neural networks. Likewise, in [24], it was observed that k = 3 offered the best classification accuracy with KNN. The 
different optimal k in literature based on distinct ML algorithms shows that k is partial ML algorithm dependent. Fig. 4 
and 5 show the models performance for k = 15 and k =20, respectively.  

The results suggest that the k-Fold CV algorithm can enhance prediction accuracy and get the best machine 
learning algorithm for build a more robust predictive model. The results suggest that perhaps k = 5 and k = 10 alone are 
slightly optimistic, and possibly k = 7 is a more accurate estimate. The study affirms literature [5,6,24] that the higher 
the value of k, the more the computational complexity; almost linearly (asymptotically, linearly) for training MLAs 
with algorithmic complexity linear in the total quantity of training examples. The computational time for training 
increases k-1 times if the training time is linear in the number of training instances. So, we recommend considering 
accuracy and generalisation for a smaller dataset, especially since one needs to get the best out of inadequate training 
instances. However, for extensive training datasets and MLAs with high asymptotical computational complexity growth 
in the number of training instances (at least linear), we suggest k = 3-5. Thereby preventing the possibility of excessive 
increase in computational time for a training MLA with asymptotic complexity linear in the number of training samples. 

The accuracies recorded by the MLAs with LOOCV were seen to be a little higher than the k-fold (k = 7 and k = 
10) (see Fig. 6), making the LOOCV an ideal technique for training and comparing the performance of MLAs. However, 
the run-time of the LOOCV compared with k-fold (in this case, k =7 and k =10) was significantly higher. Thus, the k-
fold is far computational efficient than the LOOCV. 



Performance of Machine Learning Algorithms with Different K Values in K-fold Cross-Validation 

Volume 13 (2021), Issue 6                                                                                                                                                                       69 

5.  Conclusions 

Cross-validation (CV) is one of the most used techniques in measuring the optimal model in machine learning. Of 
the various type of CV, the k-fold is common among machine learning practitioners. However, randomly selecting the k 
value can lead to poor machine learning algorithm performance and computational complexity. Also, literature has 
shown that the value of k and model validation performance differs among machine learning algorithms. Thus, it is vital 
to select an optimal value of k in k-fold CV. However, to the best of our knowledge, a few if any studies have explored 
in detail with extensive empirical results how values of k (number of subsets) affect validation results off different 
machine learning algorithms. 

 Therefore, this paper investigates the effect of different k values (3, 5, 7, 10, 15 and 20) in k-fold CV on machine 
learning algorithm performance. We trained gradient boosting machine, logistic regression, decision tree and K-nearest 
neighbours classifiers with each k value to predict whether a patient is likely to get a stroke. We observed that k and 
model validation performance values differ from one machine-learning algorithm to another for the same classification 
task. Most uses of k = 10 in the literature (as discussed above) can be supported by our results. However, in many cases, 
k = 7 offers a slight difference in accuracy and area under the curve measure with lesser computational complexity than 
k = 5 or 10 for all selected machine learning algorithms (see Table 5). A correlation coefficient of 1.000 achieved 
between the mean accuracy by models for k = 7 and LOOCV compared of 0.999 for k = 10 affirms the optimality of k = 
7. The outcome reveals that we cannot always expect to have a more accurate result by increasing or decreasing folds. 
In some instances, the increase in the value of k will improve the accuracy, and occasionally, it will only increase the 
computational complexity.  

Similarly, there is no direct link between increasing or decreasing the value of K in k-fold CV and increasing or 
decreasing the accuracy of the machine learning algorithms. Therefore, in selecting the value of k, one needs to be 
cautious since a lower k value is less expensive in terms of computational complexity, less variance, however, more 
bias. In contrast, a higher value of k is computationally expensive but has more variance and lower bias. Thus, the value 
of k must permit the size of each validation set to be adequate to warrant a fair estimate of the model’s performance. 
Simultaneously k should not be tiny, e.g., two such that trained models are not scarce to evaluate. So, it is of essence to 
perform experiments with different k values for a given dataset and algorithm to find the optimal k value for accuracy 
improvement. 
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