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Abstract: The security of any system is a key factor toward its acceptability by the general public. We propose an 
intuitive approach to fraud detection in financial institutions using machine learning by designing a Hybrid Credit Card 
Fraud Detection (HCCFD) system which uses the technique of anomaly detection by applying genetic algorithm and 
multivariate normal distribution to identify fraudulent transactions on credit cards. An imbalance dataset of credit card 
transactions was used to the HCCFD and a target variable which indicates whether a transaction is deceitful or 
otherwise. Using F-score as performance metrics, the model was tested and it gave a prediction accuracy of 93.5%, as 
against artificial neural network, decision tree and support vector machine, which scored 84.2%, 80.0% and 68.5% 
respectively, when trained on the same data set. The results obtained showed a significant improvement as compared 
with the other widely used algorithms.  
 
Index Terms: Credit card fraud, multivariate Gaussian distribution, genetic algorithm, artificial neural network, 
decision tree, support vector machine. 
 

1.  Introduction 

Credit card unarguably plays an important part in business, household and global activities. Although Credit card 
as a form of electronic banking helps to provide better customer services, despite the huge benefits of its deployment 
and usage, a significant amount of damage is caused by fraudulent activities [1,2]. Financial services institutions are 
most at risk in the negative impact of fraud, despite the various protection mechanisms in place [3]. In a report issued by 
the Federal Trade Commission of the United States, 21 percent increase was recorded in cases of identity theft in 2008, 
though it had remained fairly steady during the mid-2000s. In 1999 alone, one out of every 1200 transactions of the 12 
annual billion transactions made, approximating to about 10 million, turned out to be fraudulent.  

In another report issued in 2014 by Lexis Nexis, the United States alone accounts for about half of the $11 billion 
yearly cases of fraudulent credit card transactions worldwide. A persistent increase in credit card fraud in Nigeria over a 
period of 3 years, from 2014-2016 was established by [4]. In the research, internet banking, ATM and web channels 
consummated top three fraudulent transactions in 2014, while POS, ATM, and web channels were top three in 2015, 
and in 2016, ATM, mobile and web channels topped the list. It can be inferred that ATM related fraud is not only 
consistent but also ranks highest among the most perpetrated fraudulent activities. 

Fraud prevention and fraud detection are two major effective strategies that have been used in tackling fraud [5]. 
Measures taken to mitigate fraud is referred to as ‘Fraud Prevention’ while the ability to identify or discover fraudulent 
activities is referred to as ‘Fraud Detection’. The difference between the two is that fraud detection takes place after the 
occurrence of a fraudulent activity whereas the other is aimed at preventing the occurrence. Fraud detection is a subject 
pertinent to several industries ranging from banking sectors, insurance, law enforcement and other government and 
private agencies [6]. In recent years, case of fraud has drastically increased, making fraud detection even more crucial 
than ever [7]. 

The continuous advancement in Internet technology and computing power has their positive and negative impact in 
the financial institution; while the positive impact includes that customers can now easily carry out wild-range of 
financial transaction at their convenience and the negative impact is that lost or stolen credit card or credit card 
information can easily be used by unauthorized person for fraudulent operations. Furthermore, as computing power 
keep growing so will the rate of credit card fraud since people will rely more and more on computerized process for 
their daily activities. Hence, there are needs for more accurate and reliable approach for detecting credit card fraud 
which will help to condense this illegal activity to the lowest minimum. Hence, this research work is focused on 
developing an efficient and reliable credit card fraud detection system. 

A machine learning classifier model that can detect fraudulent and non-fraudulent credit card transaction using 
anomaly detection and genetic algorithm is proposed. We also evaluate the model and compared its performance with 
the performance of other existing algorithms (support vector machine, decision tree and neural network). At the end, the 
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best algorithm will be adopted using certain performance metrics in the work. 
The continuing part of this work is arranged thus. Section II describes the related works, the classification 

algorithm, training and testing dataset in section III. Our experiments, result and analysis are discussed in Section IV 
while conclusions are drawn in section V. 

2.  Related Works 

Efforts have been made to detect anomalies in credit card transactions using various machine learning techniques. 
Early works identified types of credit card fraud and various alternative techniques employed for fraud detection. In 
their work they outlined common terms and key statistics and figure in the field of credit card fraud. The types of fraud 
highlighted in their work are theft fraud/counterfeit fraud, bankruptcy fraud, behavioral fraud and application fraud. 
According to their research pair-wise matching, decision tree, genetic algorithm [8,9], clustering and neural network 
were the various techniques used for identifying credit card fraud. 

[9] analyzed the working principles and the performance of a total of nine (9) machine learning algorithm which 
are Neural network, Bayesian Network, Support Vector Machine, K-Nearest Neighbor algorithm, Fuzzy logic based 
system, Decision tree, Hidden Markov Model, Artificial Immune System, and Genetic Algorithm (GA). When viewed 
for the given metrics, Bayesian Network seemed to have the highest score 

Investigation on how issues of credit card fraud can be addressed using machine learning algorithms was done by 
[10]. The study focused on a framework that can report the transactions with the highest risk, employing algorithms that 
can deal with unbalanced and evolving data streams. 

An inherent problem with the normal hidden Markov model was identified by [11] and hence, they proposed an 
Advanced Hidden Markov Model (AHMM), which proved to be more efficient in detecting credit card fraud than the 
already existing model. 

[12] Proposed a detection model which uses aggregated transactions to learn consumer’s buying behaviour before 
each transaction and then use the aggregations for model estimation to detect fraudulent transaction. This model was 
evaluated using sensitivity and specificity measure which showed high accuracy. 

[13] Proposed a model using K-clustering and Hidden Markov Model (HMM) to detect credit card fraud. In this 
model, card holder’s profile is categorized by HMM as low, medium and high spending based on their spending 
behavior, with amount put into consideration. A set of probabilities for amount of transaction was assigned to 
cardholders and number of incoming transactions was then matched with each card owner’s category, if it justified a 
predefined threshold value, the transaction was decided to be legitimate, else it was declared fraudulent. 

3.  Methodology 

3.1.  Multivariate Normal Distribution 

Statistical-based techniques uses parametric methods for detecting outliers and assume some knowledge of the 
distribution (normal or Gaussian in our case) of the dataset. For a normal distribution the farther a point deviate from 
the mean the less probable if becomes and hence, data points whose probabilities are lower than the threshold value in 
the model is considered as outliers. In this research a Multivariate Gaussian Distribution is the technique used in 
detecting anomaly behavior in credit card transaction since an observation is not a univariate variable. 

For a univariate normal distribution, the probability density function is given as: 
 

𝑃𝑃(𝑋𝑋; 𝜇𝜇,𝜎𝜎) = 1
𝜎𝜎√2𝜋𝜋
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Equation 1 is used when X is a univariate random variable. Where X is a multivariate variable or observation, we 

say 
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Then the mean 𝝁𝝁 of the observations will be a vector given as: 
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Therefore the covariance of the observation is given as: 
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                                                         (5) 

 
Then the covariance ∑ matrix is  

 

∑=�
𝑐𝑐𝑐𝑐𝑐𝑐(𝑋𝑋1,𝑋𝑋1) ⋯ 𝑐𝑐𝑐𝑐𝑐𝑐(𝑋𝑋1,𝑋𝑋𝑑𝑑)
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�                                                        (6) 

 
Hence the general normal or multivariate distribution is given as 

 
𝑃𝑃(𝑋𝑋; 𝜇𝜇,∑) =  1
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3.2.  Genetic Algorithm 

Genetic Algorithm was first introduced in 1973 by John Holland in his publication on genetic algorithms and 
optimal allocation of trials. The concept is based on the survival of the fittest strategy during sexual reproduction as 
proposed by Charles Darwin [14]. When dealing with finding optimal solutions and stochastic search [15], then genetic 
algorithm is the best bet. These algorithms relies on the combination of chromosome populations, selection, crossover, 
and mutation [16] to produce new offspring.  [17] summarizes the steps followed by GA to arrive at optimal solutions 
as follows: 

 
1. Random generation of Initial population. 
2. Fitness function for each chromosome is calculated, based on the fitness function predefined. 
3. Two parents with the highest fitness are selected for crossover or mutation operators. 
4. A new chromosome is added to the next generation. 
5. Step 3 is reiterated until the size of the previous generation is equal to the next generation 
6. Step 2 is reiterated until the stop condition is applied” 

 
Some of the methods used for selecting the best chromosomes in the iteration, as seen in [18,19] are elitism  and  

stochastic  universal  selection, rank selection, roulette wheel selection, steady state selection, tournament selection, 
truncation selection, and so on. The selection process ensures that most fit parents are selected and used in the new 
offspring, discarding the unfit parents, while the crossover  involves taking a cross  point  randomly  to  swap  the 
substrings from the parents to  form  two new  offspring. Mutation operator enhances the GA to find optimal solutions 
and it works by changing some of the bits in the offspring to form the chromosome in the new population. The iteration 
is continued until all offspring have been created. [19].  

3.3.  Methodology Framework 

This research method is divided into six (6) stages as shown in the generic framework, Fig. 1. 
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Fig.1. Generic framework for HCCFD 

Step 1: The whole dataset which contains thirty thousand (30,000) observation was randomly divided into seventy 
percent (70%), fifteen percent (15%) and fifteen percent (15%) as training dataset, validating dataset and testing dataset 
respectively. 

Step 2: The training dataset was used to compute the mean vector (µ) which is a column vector with each entry 
corresponding to the mean a column in the training dataset. That is 

 
µ =  {µ1 µ2…  µn-1 µn}                                                                          (8) 

 
Where n is the number of features  
Also the covariant matrix (∑) of training dataset was computed, which is an n by n matrix. That is 

 

∑ = �
∑1 1 ⋯ ∑1 𝑛𝑛
⋮ ⋱ ⋮

∑𝑛𝑛 1 ⋯ ∑𝑛𝑛 𝑛𝑛

�                                                                      (9) 

 
µ and ∑ were computed using MATLAB. 

Step 3: Normal multivariate distribution N(X, µ, ∑) were used to compute probability vector (P) of all the 
observation (X) in the validation dataset. That is, 

 
P = {P1 P2… Pi-1 Pi} and 𝑃𝑃𝑖𝑖 =  𝑁𝑁(𝑋𝑋𝑖𝑖, µ,∑)                                                    (10) 

 
Where i = the number of observation in the validation dataset. 
Step 4: Genetic Algorithm (GA) was used to select ε (a real number) that minimizes the misclassification rate of 

the validation dataset such that 
 

� 𝑷𝑷𝒊𝒊 < 𝛆𝛆  fraudulent
𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛𝑛𝑛 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓                                                                 (11) 

 
Step 5: N(X, µ, ∑) and ε are bundled to form a machine learning classifier model (called Hybrid Credit Card Fraud 

Detection HCCFD model) such that for an observation x  
 

P= N(x, µ, ∑) then 
 

� 𝑷𝑷 < 𝛆𝛆  fraudulent
𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛𝑛𝑛 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓                                                             (12) 

  
Step 6: Support vector machine, artificial neural network and decision tree were also trained using the same 

training dataset. 
The performance of the model was evaluated using the testing dataset and a comparison of the result was analyzed.  
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By making use of the multivariate distribution function and GA to search and select the threshold below which an 
observation is termed outlier (fraudulent), errors due to misclassification is thus minimized. 

A.  Data Collection  

A dataset of thirty thousand (30,000) observations of credit card transactions was collected from a financial 
institution (name withheld, for privacy issues). This dataset contains features about the credit card and card holder. Of 
the features, nineteen features as shown in figure 3 were selected after much review and consultation from professionals 
in the banking sector. A target variable which could be zero (0) if the transaction is not fraudulent or one (1) if it is 
fraudulent was also adopted in the research. 

B.  Data Normalization  

In data science, normalization is used during the preprocessing stage of data. It is used to find new range of data 
from an existing one [20], by reducing variations in the data, thus making them appear closer to each other, in a well-
behaved range. There are several normalization techniques such as Z-score normalization, Min-Max normalization and 
Decimal scaling normalization [20]. Min-Max and Z-score are the most commonly used. 

 
• Min-Max Normalization: In this technique, given the range [L,U] (typically between 0 and 1), each feature 

with value x is normalized in terms of the minimum and maximum values, xmax and xmin, respectively, by 
fitting them in a predefined boundary, using the formula: 

 
𝒙𝒙′ = (𝒙𝒙−𝒙𝒙𝒎𝒎𝒎𝒎𝒎𝒎)

(𝒙𝒙𝒎𝒎𝒎𝒎𝒎𝒎−𝒙𝒙𝒎𝒎𝒎𝒎𝒎𝒎) × (𝑼𝑼 − 𝑳𝑳) + 𝑳𝑳                                                                  (13) 
 

• Z-Score Normalization: Z-score also gives values ranging between 0 and 1. 0 for mean and 1 for standard 
deviation. This technique is also called standardization. The feature values are auto-transformed to get the 
mean and standard deviation.  It follows this procedure for transformation: for each feature f, the mean value 
µ(f) and standard deviation σ(f) are calculated and then the feature with value x is transformed using the 
formula: 

 
𝒙𝒙′ = (𝒙𝒙−µ(𝑓𝑓))

σ(𝑓𝑓) 
                                                                                (14) 

 
The dataset obtained has nineteen (19) features and it was used to develop the proposed model, however Sixteen 

out of this nineteen (19) features were numeric and remaining three are categorical. The seventeen numerical features 
were normalized using equation 9 so as to get an optimal model. 

 
𝑥𝑥𝑖𝑖′ = 𝑥𝑥𝑖𝑖−min(𝑋𝑋)

max(𝑋𝑋)−min(𝑋𝑋)
                                                                          (15) 

 
Where 𝑥𝑥𝑖𝑖′  is the new value for the ith entry of X feature (column) with max(𝑋𝑋) and min(𝑋𝑋) as maximum and 

minimum value, respectively. 
In order to achieve a model with a high accuracy, the dataset was normalized using the following command in 

MATLAB 
 

newX=normc(X);                                                                           (16) 
 

where X= dataset. 
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Fig.2. Dataset After Normalization 

C.  Input Data Transformation  

This research, after consulting with professionals in the financial institution having reviewed the literature by [21], 
removed features that does not enhance the prediction model and hence, adopted the following 19 features as variables: 

 
X1: Sex (1 = male; 2 = female). 
X2: Marital status (1 = married; 2 = single; 3 = others). 
X3: Educational level Categorical (Postgraduate = 1, university = 2, secondary school = 3, and others = 4). 
X4: Age (Numeric). 
X5: Credit limit (Numeric). 
X6-X11: History of monthly spending for the last six months.  
X12-X17: History of monthly payment for the last six months.  
X18: Actual Amount spent  
X19: the time the transaction was carried out. 

D.  Dataset splitting  

To avoid contaminating the dataset of 30,000 observations was divided in the ratio 70%:15%:15% as training, 
testing and validation dataset respectively.  

The training dataset is used to compute the Mean vector and covariate matrix while the validation dataset is used 
by GA to find the best threshold for an outlier and final, the test dataset is used to estimate the accuracy of the model. 

3.4.  Model Training phases  

In developing the proposed model two major phases were followed and these are: 
 
• Model parameter computing phase  
 
To understand the pattern in the given dataset (training dataset), two important statistical parameter are needed, 

which are:  
 
1. Mean vector (μ): This in computed by the use of equation 11 below. 

 
1µ = ∑

d

i ji
j

x
N

                                                                           (17) 

 
Where: 
𝜇𝜇𝑖𝑖 = the mean of the ith column (feature) in the training dataset. 𝑥𝑥𝑗𝑗𝑗𝑗 = the entry in the jth row of ith column in the 

training dataset. 
N = the number of observation (row) in the training dataset.  
j=1, 2, 3,….d, d is the number of row in training dataset. i=1,2,3…number of feature in the training dataset. 
Finding pattern in a multivariate dataset involve computing mean vector of the dataset. This is done using the 

training dataset in MATLAB as follows: 
meu= mean(X_train_set); 
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2. Covariate matrix (∑): This is also computed by the use of equation 18 and 19 below. 
 

𝑐𝑐𝑐𝑐𝑐𝑐�𝑿𝑿𝑗𝑗 ,𝑿𝑿𝑘𝑘� = 1
𝑁𝑁
∑ (𝑥𝑥𝑗𝑗𝑗𝑗 − 𝜇𝜇𝑗𝑗)(𝑥𝑥𝑘𝑘𝑘𝑘  − 𝜇𝜇𝑘𝑘)𝑑𝑑
𝑖𝑖                                                       (18) 
 

∑=�
𝑐𝑐𝑐𝑐𝑐𝑐(𝑋𝑋1,𝑋𝑋1) ⋯ 𝑐𝑐𝑐𝑐𝑐𝑐(𝑋𝑋1,𝑋𝑋𝑑𝑑)

⋮ ⋱ ⋮
𝑐𝑐𝑐𝑐𝑐𝑐(𝑋𝑋𝑑𝑑 ,𝑋𝑋1) ⋯ 𝑐𝑐𝑐𝑐𝑐𝑐(𝑋𝑋𝑑𝑑 ,𝑋𝑋𝑑𝑑)

�                                                           (19) 

 
Where: 

𝑿𝑿𝑗𝑗 = the jth observation in training dataset 
𝑿𝑿𝑘𝑘 = the kth observation in training dataset 
𝑐𝑐𝑐𝑐𝑐𝑐�𝑿𝑿𝑗𝑗 ,𝑿𝑿𝑘𝑘� = the covariance of  𝑿𝑿𝑗𝑗 and 𝑿𝑿𝑘𝑘 . 
𝑥𝑥𝑗𝑗𝑗𝑗 = the entry in the jth column of ith row in the training dataset. 
𝑥𝑥𝑘𝑘𝑘𝑘 = the entry in the kth column of ith row in the training dataset. 
𝜇𝜇𝑗𝑗 = the mean of the jth column (feature) in the  training dataset. 
𝜇𝜇𝑘𝑘 = the mean of the kth column (feature) in the  training dataset. 
i=1, 2, 3,….d, d is the number of row in training dataset. 
j=1,2,3…number of feature in the training dataset. 
k=1,2,3…number of feature in the training set. 
N = the number of observation (row) in the training dataset. 
∑ = Covariate matrix. 

A.  Threshold selection phase 

The threshold is a numerical value which serves as separating boundary between fraudulent and non-fraudulent 
transaction. Therefore, an optimal selection of this value is crucial for achieving an optimal dictation model (HCCFD).  

If a particular transaction maximum likelihood estimate is less than ε  the transaction will be classified as anomaly 
(fraudulent), hence, it will be classified as a legitimate transaction. In order to select the most appropriate threshold, 
Genetic Algorithm (GA) was employed which often guarantees optimal solution. The following steps was taken to 
determine the value of the threshold 𝛆𝛆: 

 
1. Computing the maximum likelihood estimate vector (P) if all the observation in the validation dataset as 

shown in equation 14 
 

𝑝𝑝𝑖𝑖 =  1

(2𝜋𝜋)
𝑑𝑑
2 |∑|

1
2
𝑒𝑒𝑒𝑒𝑒𝑒 �− 1

2
(𝑥𝑥𝑖𝑖 − 𝜇𝜇)𝑇𝑇∑−1(𝑥𝑥𝑖𝑖 − 𝜇𝜇)�                                                     (20) 

 
Where: 

𝑥𝑥𝑖𝑖 = the ith observation in the validation dataset. 
 
2. GA is used to select value of 𝛆𝛆, computed using the objective function f(𝛆𝛆). 

 
f(𝛆𝛆): 

P← maximum_likelihood_estimate_vector 
Y← actual_target 
Y’←[ ] 
For i←1:length(p) 
If( Y[i]< 𝛆𝛆): 
Y’.append(1) 
Else: 
Y’.append(0) 
C←confusion_matrix(Y,Y’) 
Precision←C.precision() 
Recall←C.recall() 
Fscore←(2* Precision* Recall)/( Precision + Recall) 
Return (- Fscore) 

 
The threshold is selected such that it maximizes classification accuracy of the actual target of validation dataset 

and its predicted probability using N (X_validation_set,meu,Z). This process is an iteration and a searching process 
which can best be done using GA.  
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3.5.  Performance metrics derived from confusion matrix: 

Accuracy: How often is the classifier correct, generally? 
 

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

 
 

False Positive Rate: How often does it predict yes when it is actually no? 
 

𝐹𝐹𝐹𝐹
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

 
 

Misclassification Rate: How often is it wrong, generally?  
 

𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

 
 

Precision: How often is it correct when it predicts yes? 
 

𝑇𝑇𝑇𝑇
𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇

 
 

Specificity: How often does it predict no when it is actually no? 
 

𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

 
 

True Positive Rate or Sensitivity or Recall: How often does it predict yes when it is actually yes? 
 

𝑇𝑇𝑇𝑇
𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇

 
 

F Score: This is a weighted average of the true positive rate (recall) and precision. 
 

2 × 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 × 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 
 

Figure 3 depicts the flow chart of the propose model at training stage in which the dataset is first split  and mean 
vector and covariate matrix computed using training dataset and GA is used to select the optimal threshold for 
classification. 

4.  Results and Analysis 

4.1.  Analysis  

A.  Confusion Matrix 

In machine learning, the summary of prediction results on a classification problem is represented using confusion 
matrix. The matrix shows the ways in which the classification model is confused during the prediction making process. 
It gives a general insight on the way the model makes errors and the types of errors being made 

B.  Decision Tree 

In supervised machine learning, decision trees are used to explain what input and the corresponding output is in a 
classification. Here, the data is continuously fragmented according to a certain parameter. The decision tree mainly 
explains the decision nodes (where the data is split from) and the leaves (results or final outcome)  
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Fig.3. Flow chart of the proposed model at training stage 

a.  Receiver Operating Characteristics  

A Receiver operating characteristics is a curve that shows the diagnostic ability of binary classifiers. It shows the 
trade-off between sensitivity and specificity. Classifiers that give curves closer to the top-left corner in receiver 
operating characteristics, indicate a better performance.  

4.2.  Training Support Vector Machine (SVM) 

Support Vector Machines (SVM) has in the past proven to be very successful in classification problems [22]. In 
training the SVM, we consider two kernel (linear and Radian Bayesian Function - RBF). Table. 1 shows the result 
obtained using linear and RBF kernel. The confusion matrix of the various SVM model performances on the test dataset 
were plotted as shown in Fig. 4 and 5.  

Table 1. Performance comparison of linear kernel SVM and RBF kernel SVM 

 Linear kernel SVM RBF kernel SVM 
Number of support vectors 20458 19716 

Bias 1.2213 0.1678 
Accuracy 58.2% 58.2% 

Misclassification rate 41.8 % 41.8 % 
Recall 54.2% 54.2% 

Specificity 79% 79% 
Precision 93.1% 93.1% 
F score 68.5% 68.5% 

 
Table 1 shows the linear kernel SVM and RBF kernel SVM having the same accuracy and F-score of 58.2% and 

68.5% respectively. This shows the close relations between the two SVM algorithms.  
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Fig.4. Confusion matrix of linear kernel SVM 

 
Fig.5. Confusion matrix of RBF kernel SVM 

4.3.  Training of decision tree model  

The same training dataset was used to train a decision tree and the performance was evaluated using the test dataset. 
Figures 6 and 7 shows the plot of the resultant tree and the confusion matrix respectively.  

 

 
Fig.6. Plot of the trained decision tree
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Fig.7. Confusion matrix of decision tree 

Table 2. Performance result of decision tree 

 Decision tree 
Number of nodes 37 

Accuracy 79.4% 
Misclassification rate 20.6 % 

Recall 76.2% 
Specificity 83.2% 
Precision 84.2% 
F score 80% 

 
The Table 2 shows the resultant performance of the decision tree giving 79.4% accuracy, 84.2% precision and F 

score of 80%, thus outperforming SVM which had an F score of 68.5% when tested on the same data set. 

4.4.  Training Artificial Neural Network (ANN) 

A feedforward ANN with 10 hidden layers and a sigmoid activation function were trained using the same training 
dataset and the performance explored using the test dataset. Figure 8 and 9 shows the confusion matrix and receiver 
operating characteristics of the ANN model. The accuracies are tabulated in table 3. 

 

 
Fig.8. Confusion Matrix of ANN
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Fig.9. Receiver operating characteristics of ANN 

Table 3. Performance result of ANN 

 ANN 
Number of hidden layer 10 

Accuracy 84.2% 
Misclassification rate 15.8% 

Recall 82.0% 
Specificity 86.5% 
Precision 86.6% 
F score 84.2% 

 
From Table 3, when trained using the training set, ANN produced an accuracy of 84.2% and scored 84.2% using 

the F-score metrics. 

4.5.  Results of HCCFD 

The confusion matrix of HCCFD is plotted as show in figure 10 and its accuracies are tabulated in table 4. 
 

 
Fig.10. Confusion matrix of HCCFD 

The results of our proposed model are shown in table 4. HCCFD showed an accuracy and F-score of 93.3% and 
93.5% respectively; thus outperforming the other algorithms trained using the same data set. 
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Table 4. Performance result of HCCFD 

 HCCFD 
Accuracy 93.3% 

Misclassification rate 6.7% 
Recall 89.3% 

Specificity 98.0% 
Precision 98.1% 
F score 93.5% 

 
Table 5 gives a summary of our results in comparison with other widely used algorithms. HCCFD showed 

impressive results for all performance metrics applied, such as accuracy, miscalculation rate, recall, false positive rate, 
specificity, precision and F score. The F score of the hybrid model is 93.5% while support vector machine and decision 
tree are 68.5% and 80.0% respectively.  

From all the results in our analysis, we have been able to prove that the new model outscores the existing models it 
was compared with, in terms of precision and specificity of results. 

Table 5. Comparison of support vector machine, decision tree, ANN and HCCFD. 

 Support Vector Machine Decision tree ANN HCCFD 
Accuracy 58.2% 79.4% 84.2% 93.3% 

Misclassification Rate 41.8% 20.6% 15.8% 6.7% 
Recall 54.2% 76.2% 82.0% 89.3% 

False Positive Rate 21.0% 16.8% 13.5% 2.0% 
Specificity 79.0% 83.2% 86.5% 98.0 
Precision 93.1% 84.2% 86.6% 98.1 
F Score 68.5% 80.0% 84.2% 93.5% 

5.  Conclusion 

A hybrid model for detecting credit card fraud is developed using the general concept of outlier by applying 
genetic algorithm and multivariate normal distribution on an unbalanced credit card transaction dataset. The prediction 
accuracy of the model was compared with that of artificial neural network, support vector machine, and decision tree, 
after being trained and tested on the same dataset. The results obtained from the model gave an impressive F score of 
93.5% while artificial neural network, support vector machine and decision tree obtained 68.5%, 84.2% and 80.0% 
respectively, as their F score. 

In the past, efforts have been made to use some algorithms both individually and in combination with some others. 
Our research has proved that combining our statistical algorithm for outlier detection (multivariate normal distribution) 
with genetic algorithm yields a very high performance. This study reinforces the efficacy of multivariate normal 
distribution and genetic algorithm as a research tool and laid a solid ground work to be used in an operational fraud and 
other transaction anomaly detection systems. Future works should focus on experimenting our proposed approach on 
real-life fraud detection in banking solutions. 
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