Abstract—Fake news dissemination is a critical issue in today’s fast-changing network environment. Existing classification models for fake news detection have not completely stopped the spread because of their inability to accurately classify news, thus leading to a high false alarm rate. This study proposed a model that can accurately identify and classify deceptive news articles content infused on social media by malicious users. The news content, social-context features and the respective classification of reported news was extracted from the PHEME dataset using entropy-based feature selection. The selected features were normalized using Min-Max Normalization techniques. A predictive fake news detection model was formulated as a stacked ensemble of three algorithms. The model was simulated and its performance was evaluated by benchmarking with an existing model using detection accuracy, sensitivity, and precision as metrics. The result of the evaluation showed a higher 17.25% detection accuracy, 15.78% sensitivity, but lesser 0.2% precision than the existing model. Thus, the proposed model detects more fake news instances accurately based on news content and social content perspectives. This indicates that the proposed classification model has a better detection rate, reduces the false alarm rate of news instances and thus detects fake news more accurately.

Index Terms—Fake news, classification, stacking ensemble, news instances, news content, social-context features, social media.

I. INTRODUCTION

Over the years, there has been an increase in social media-generated fake news. The social media services have facilitated sharing, production and searching of information by people at an unprecedented level. For example, in US over 65% of the Adult read news from Facebook, Twitter and other social media platform [1]. Also, in 2018, Nigeria had 92.3 million internet users which is projected to grow to 187.8 million internet users in 2023 [2], out of which 72% of Nigerians with access to internet were visiting social media sites [3]. The social media as a medium used by people for news updates and sharing is a double-edged sword. Despite all the advantages provided by the social media in sharing of information, the quality or veracity of news is much lower than the traditional news source. It has become extremely difficult for individuals reading the news on social mediaal to decipher fake or real news. Social networks offer platforms in which the contents can be relayed by any users without significant third-party filtering, fact-checking and editorial judgment [4] [5].

It has been noted that fake news spread more than the real news on social media. Fake news also called distorted fact, rumor, mis-information or bias news are news articles that are intentionally and verifiably false being spread via traditional news media or social media [6][7]. Fake news misleads readers, have a serious harmful effect, and can break the authenticity balance of the news ecosystem. It intentionally persuades consumers to accept biased or false beliefs’ to communicate a manipulator’s agenda and gain influence and fake news changes the way people interpret and respond to real news [8].

Fake news is a global threat to world peace, economic growth and security. Research has shown that 46% of the fake news from the social media site is about US politics and election others are for anti-social behaviour such as cyberbullying, propaganda, hate crimes and for radicalization and recruitment of individuals into terrorism organization such as ISIS [9] [10] [11]. For example, the news report about Steve Job’s heart attack which had a resultant effect on the stock of Apple Inc. [5], the engulfment of the White House [12], endorsement of Donald Trump by Pope Francis for the United States President [13] etc. Also, in 2015, there are various reported cases of fake news in Nigeria media. Some of the headlines are, “Nnamdi Kanu Apologies to President Buhari”, “President Buhari closes down the Aso Rock Villa Church”, “Godsay Orubebe defects from PDP to APC”, “Owa Obokun of Ijesaland has Passed Away” etc. All of these news headlines and contents are intentionally created to misinform the people and cause political
tension.

Fake news are a constant menace to the social media users and the populace at large. Its resultant adverse psychological effects have caused anxiety, hatred and violence among the citizenry. The upsurge of fake news on social media has significantly deteriorated the Quality of Services (QoS) of the new media. This has attracted the urgent need for verifying the veracity of news content to decipher fake news from news content. To this effect, several solutions have been suggested to address the dissemination of fake news on the social media. Despite all these approaches, the spread of fake news have not completely stopped. Existing solutions lack the effective capability to accurately classify news. This degeneration has given rise to the research on the detection of fake news efficiently and accurately, hence this study.

The prediction of the chances of a particular news article to be intentionally deceiving is a challenging task. The traditional approaches which mostly rely on using lexical features or manual annotation by third parties to notify users, have only very limited success, due to the rate at which fake news is being generated and the rate at which it goes viral in few minutes, thus the need for automatic, computational fake news detection system [14] [15].

Several automated models have been developed for the detection of fake news on social media which either focuses on the News context models or Social context models. News content models focus on the content of the news in the detection of fake news while the Social context models focus on the social features and signals which is usually the interaction or response of news reader to the news content. Such automated model includes fake news characterizations on psychology and social theories, algorithms from a data mining approach. From the Data mining perspective, a general classification model for fake news detection includes feature extraction and model construction phases. The feature extraction phase aims to represent news content and related auxiliary information in a formal mathematical structure, and the model construction phase further builds machine learning models to better differentiate fake news and real news based on the feature representations [8].

Success has been achieved by implementing even quite simple artificial intelligence algorithms (such as naïve Bayes classifier [16] [17], Logistic Regression [18] SVM [9] etc), neural networks algorithm (supervised or unsupervised learning approaches). These single algorithm solutions mostly are disadvantaged with the high false alarm rate problem leading to inaccurate classification. Based on some research works, it was observed that classification accuracy was significantly improved using more complex model [16] e.g. deep learning algorithms or using hybrid approaches [6] e.g. ensemble models. The researchers found that the hybrid algorithm performed slightly better than how they did individually. Despite these successes, it was noted that most existing hybrid fake news detection models are still unable to accurately classify news. The false positives instances are usually high and true negatives instances are low.

From the literatures, it was established that the most effective approach to detect fake news based on news content and social content perspectives is by employing hybrid deep learning approaches. One of the recent and effective model was proposed in [24]. The model effectively minimized false positives as well as deliver better detection rates with an accuracy of 82% and intuitively identified relevant features associated with fake news stories without previous knowledge of the domain. However, the model being a supervised learning approach failed to construct a multitude decision at training time and also the variances used for classification of news was very high. These resulted to high false positive instances in the prediction.

Therefore, an improved fake news detection classification model that would incorporate both reinforcement and supervised approach is highly needed. Thus, in this paper, an attempt was made to develop an improved model with the capability of accurately detecting fake news on the social media platform by classifying news content as either real news or fake news using an hybrid approach of supervised and reinforcement learning approaches. This was with a view to assist the social media users in making decision to curb the dissemination of fake news on social media.

The rest of this paper is organized as follows. Section 2 covers the literature review while section 3 describes the methodology and presents the proposed architecture, section 4 discusses the results of the simulation. Finally, Section 5 concludes the study.

II. RELATED WORKS

Several hybrid algorithms have been developed for fake news detection using data mining methods. In [19], a framework was proposed by synergizing AdaBoost and SVM classifiers on topological, crowdsourced and content-based (Hashtags, Mentions, URLs, and Phrases with sentiment extraction) features to detect political misinformation at the early stage on Twitter. The classifier performed well as a supervised learning approach, but the extracted features were substituted for content. This study showed that the only supervised learning approach is not adequate for accurate fake news detection. In [20], a hybrid deep model was proposed to address the timely problem of fake news detection by incorporating the text, the response an article receives, and the users who source it. The model was able to address the timely problem of fake news detection. Meanwhile, it was only based on user behaviour and does not incorporate reinforcement learning and humans in the learning process and thus affected the accuracy of the detection. In [21], the identification of fake news on Twitter was formulated as a binary machine learning problem. The result showed that instead of creating a small, but accurate hand-labeled dataset, using a large-scale dataset with inaccurate labels yields very good results. In [22], a tensor modelling of how to accurately
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distinguish different categories of fake news based mainly on the content, where latent relations between articles and terms were captured as well as spatial or contextual relations between terms, towards unlocking the full potential of the content was proposed. The proposed algorithm, a supervised learning approach was able to identify different news categories with corpus with a percentage of 80%, but with high false positives rate. In [23], the tensor decomposition ensembles model was proposed by clustering the news content of fake news articles into different categories. They were able to do this by capturing spatial relations between terms for each article. This was able to identify all different categories of fake news within the dataset. Therefore, it was noted in [19][20][21][22] and [23] that they are mainly supervised learning approaches. Though they all yield a good detection rate, but they have not completely stopped the spread because of their inability to accurately classify news.

In [4], a stacked ensemble of 5 independent classifiers in the context of the natural language processing was developed to detect fake news. The stack ensemble was a two-layer classifier architecture that leverages predictions from weaker slave classifiers as features to a stronger master classifier. The classification experienced a difficulty in which the test set was far greater than that of the development data split which impacted results. Also in some cases, multiple layers of neural networks are required for effective training of models. This revealed that a stack ensemble method of classifiers is appropriate to detect fake news accurately. In [24], a framework that detects and classifies fake news messages from Twitter posts using a hybrid of Convolutional Neural Networks and Long-Short Term Recurrent Neural Network models was proposed. The proposed work using this deep learning approach achieves 82% accuracy and intuitively identified relevant features associated with fake news stories without previous knowledge of the domain. The dataset used was limited because deep learning models such as CNN and RNN require much larger datasets. This framework revealed that accuracy of the fake news detection is better achieved using deep learning methods as compared to the conventional machine learning algorithms.

Despite all these encouraging results, there are still many open questions associated with fake news detection. One interesting direction would be to build models that will incorporate both unsupervised and reinforcement learning which could lead to more accurate and timely predictions.

### III. METHODOLOGY

In this study, an improvement was made on the fake news identification on Twitter network model proposed by [24] in which the synergy of Convolutional Neural Networks and Long-Short Term Recurrent Neural Network models was proposed to detect fake news on twitter. A PHEME dataset containing 5,800 tweets was used. The model conceptualisation and the detailed algorithm of the proposed model are presented as follows:
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A. Conceptual Model Description

This proposed model uses a stacking ensemble method of three machine learning algorithms namely: Support Vector Machines (SVM), Recurrent Neural Networks (RNN) and Random Forest which are supervised machine learning algorithms as against the existing model which made use of a hybrid of Convolutional Neural Network and Recurrent Neural Networks algorithms. This method was adopted to improve the prediction rate of the classification model which in turn improves the ability of the model to accurately classify news as either fake or real news. The proposed conceptual block diagram for the classification model for fake news detection on social media is shown in Fig. 1 and the block diagram for the entire classification process is shown in Fig. 2. These Figures show the details of the data collection and preprocessing phases involved in the model. This proposed model uses a stacking ensemble method of machine learning and deep learning algorithms in order to improve the prediction rate of the classification model which in turn improves the ability of the model to accurately classify news as either fake or real news.

B. Model Development Process

The stages applied to the development of the model is as follows:

1. Dataset used was obtained from PHEME fake news dataset and analysed to know the true state of the dataset, it was cleaned by removing special characters, html tags and other unclean texts.

2. Tf-idf was used to convert the cleaned dataset into vector. The labelled features which contains real news and fake news texts was converted to numerical format using categorical encoding algorithm as shown in Fig. 3. This algorithm was employed to handle this since ensemble algorithms cannot process categorical variables and the performance of the proposed model depends on the function of encoded variables.

3. The dataset features were then normalized to ensure that the features are in the same scale to enhance the performance of the model.

4. Relevant features were selected from the normalized dataset using entropy-based feature selection process. The selected features were then fitted into Support Vector Machine, Random Forest, and Recurrent Neural Networ learning algorithms separately to generate the base models. The base models were fitted into the meta-model to generate the final model which is the stack ensemble model.

5. The generated stack ensemble model now classifies the news instances into real or fake. The model was then tested with new network instances and the classification generated serves as the result of the model.

6. The performance of the model was then evaluated by benchmarking with the existing classification model [19] using detection accuracy, sensitivity, false alarm rate and precision as performance metrics.

a. Data Pre-processing

The PHEME dataset which contains five major news events was stored in .csv format. Pandas was used to combine all the news events, it has a total of 103212 news instances which is the combination of original tweets and user reaction to the tweets.
The dataset has 34 features including the date the news event was created. The features are: coordinates created, favorite_count, has_url, hashtags_count, id, in_reply_id, in_reply_user, is_rumor, symbols_count, text, etc. The text features and target variable (is_rumor) was used cleaned to be used for the classification model.

b. Feature Selection

The dataset records used for this study is a multi-dimensional dataset containing features that are not relevant in formulating the proposed model. Thus, the need to do dimensionality reduction by selecting the best features from the high dimensional dataset. Mutual information gain features selection algorithm was employed in selecting the best features from the dataset based on the information gain.

c. Text to Vector Conversion

The bag of words generated after cleaning the dataset was further processed by converting to vectors using the Term Frequency- Inverted Document Frequency (tf-idf) tool as one of the texts to vector conversion tool in Python. This is an important step in developing a machine learning/deep learning model which will allow it to understand the dataset. The term frequency is the type of path that appropriates the counts of words present in the document and figures out the inequality between the documents. Each document is characterized by a vector that contains the word count. Each word count is transformed into the possibility of such word current in the documents. The idf is a statistical measure used in this study to evaluate how important a word is to a document in the dataset. It was used to measure the frequency of the time in the collection and ranking for words in the bag of words. Tf-idf as used in this study measure the sum of term frequency like number multiplied by term importance.

d. Feature Normalization

The Vectorized dataset was normalized by giving all features an equal weight in other to decrease computation time and increase the detection accuracy of the proposed model in a pre-processing dataset for the machine learning model. The features are scaled into a specific range of 0 and 1 in other to ensure that all features are in the same scale. Min-Max normalization was used to scale the features from a range of values to a new range of values.

C. Model Formulation

The detailed algorithm of the proposed model formulation is as presented in Fig. 4. The formulation started with the identification of the spread of fake news as a problem on social media and ended with predictions of either fake or real news. The classification algorithm used to categorize each data into the class (Fake and real news) to identify the category or class to which each data will fall under is presented in Fig. 5. The algorithm of the stacking ensemble model, which revealed how the predictions from the individual algorithms are used as features to build the proposed model is also presented in Fig. 6. This algorithm averages out noise from the classifiers to enable improved predictive accuracy performance of the model. The Support Vector Machine (SVM) algorithm, a supervised learning algorithm used for classification analysis is shown in Fig. 7. The main reason for using SVM is because the problem of fake news detection is not linearly separable. SVM was used to find the best separating hyperplane also called decision boundary. Also, to design a hyperplane that classifies all dataset into two classes i.e. training and testing dataset. SVM helps to label the datasets appropriately since mislabelling can decrease model performance. Random Forest which was used as the reinforcement learning method of the ensemble model operates by constructing a multitude decision at training time and also used to reduce the variances used for classification of news. The algorithm is presented in Fig. 8. By incorporating the reinforcement learning into the modelling process will enhance the detection rate of the model. The RNN algorithm was employed to model the sequence of the data in order to remember the all the inputs throughout the time of modelling. This helps to address the problem of overfitting, underfitting and leakage of the training dataset, to improve the prediction accuracy of the model. Thus, the pre-processed dataset was used to train each of the algorithms individually as base-level classifiers. The predictions of the three models are then used as inputs in a Random Forest algorithm (meta-classifier) to form the final ensemble model.
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Fig. 3. Categorical Attribute Encoding Algorithm
1. Identification of fake news spread on Twitter.
2. Select a data source containing news contents
3. Data preprocessing, cleaning and annotation
   - Conversion of the dataset from JavaScript Object Notation (json) to Comma Separated Value (.csv) format comprising of the user tweets and user reactions to the tweets.
   - Load the combined dataset into data frame in python using pandas
   - Extraction of text and target variable (is_rumour) columns from the dataset.
   - Removal of HTML tags, characters and symbol.
   - Splitting of sentences in the text into individual words.
   - Removal of stop words from the text.
   - Replacing variation of words with the root words.
   - Converting text in uppercase to lowercase.
   - Creating bag of words from the cleaned dataset.
   - Encoding of string characters into numerical values using the categorical attribute encoding algorithm (Algorithm 1).
4. Feature Selection and Normalisation
   - Conversion of the bag of words into vectors using tf-idf
     \[ W_{i,d} = (1 + \log(1+\text{tf}_{i,d})) \cdot \log_{a} \text{idf}_{d}, \]
   - Normalization of the vectors created from the bag of words using Min-Max normalization:
     \[ Q = \frac{p - \text{Min}(p)}{\text{Max}(p) - \text{Min}(p)} \times (N - M) + M \]
     where the value of P feature needs to be normalized into value Q. \( \text{Min}(P) \) and \( \text{Max}(P) \) is the minimum and maximum values of feature P respectively. \( M \) and \( N \) indicates Lower and Upper Values respectively in the new range. \((0,1)\) is used to normalized the features of \( P \), this make \( Q \) to be in the range 0 and 1
   - Dividing the dataset into two i.e. Testing and Training dataset
   - Calculation of the relevance of each feature to the label feature using Entropy Based (Mutual Information Gain) feature selection.
   - Select Best Feature with highest information gain using algorithm 3
5. Building the base models by applying Support Vector Machine (SVM), Random Forest (RF) and Recurrent Network (RNN) algorithms separately on the training dataset.
6. Applying the test dataset on the base models separately.
7. Stacking of the base models to form the meta model
8. Application of the smaller part of the dataset divided for testing the fake news stack model.

Output: Random Forest fake news classification model

BEGIN
1. For each tree in the forest do
   1. Sample N datapoints with replacement;
      - For each internal node in the tree do
        1. Randomly sample m attributes \( m = \sqrt{\text{N}} \)
        2. Select the feature from this randomly selected set that provides the most information gain
      end
    2. Return Fully grown decision tree
  end
3. Return Random Forest
END

IV. RESULTS AND DISCUSSIONS

The proposed model was simulated and evaluated using Python 3.7.3 programming language with its machine learning library (i.e. Scikit-learn library). Jupyter notebook was used for the coding while Panda, a data analysis library was used for the pre-processing of the dataset. The detailed results are presented as follows.
A. Data Pre-processing Results

The PHEME Dataset contains source tweets and user reactions to the tweets have a total number of 103,212 news instances which has been classified into 31,430 fake news instances and 71,782 real news instances as shown in Fig. 9. The graphical representation of the proportion of source tweets to the user reaction of each news event is also presented in Fig. 10. The overall dataset was divided into eighty percent as training dataset and twenty percent as test dataset which are 82,569 and 20,642 respectively.

For validation of the dataset, cross-validation technique was applied using the train_test_split of the scikit-learn library. The eighty percent (82,569) of the dataset was further split into 66,055 (80%) and 16,514 (20%). The 66,055 news instances were used to train the base classifiers and 16,514 news instances were used to test the base classifiers. The remaining news instances in the dataset (20,642) was used to test the stack ensemble model.

B. Simulation Result

The training dataset which is 66,055 (60% of the PHEME dataset) was used on each of the base learner classifiers. Twenty percent (20%) of the dataset which is 16,514 was used to test the base learner classifiers. The output of predictions of the base models was combined and used as input to train the Meta classifier which is Random Forest to get the final prediction of the stacking ensemble model. After developing the stack ensemble model, the remaining news instances in the dataset (20,642) was used to test the performance of the stack ensemble model.

The result from the confusion matrix in Table 1 showed that the proposed model was able to correctly classify 12,544 (87% of real news instances) as real news (i.e. True Positives (TP)), while 4329 (70% of fake news instances) was correctly classified as fake news instances (i.e. True Negatives (TN)). The result also showed that 1,885 (13% of real news instances) were misclassified as fake news instances (i.e. False Positives (FP)), while 1,885 (30% fake news instances) were misclassified as
real news instances (i.e. False Negatives (FN)). This shows that the proposed model detects fake news with a reduced false alarm rate.

The testing dataset was also fed into the existing model, the result from the confusion matrix as shown in Table 2, shows that 14,429 (100% of real news instances) were classified as real news. The existing model confusion matrix result also shows that the model was unable to detect any fake news instances as fake news, it then classified all 6,214 fake news instances as real news (i.e. False Positives), then, none of the real news instances were misclassified, this makes the existing model to predict with high rate false alarm.

The result of the study showed that the stack-ensemble of SVM, Random forest and Recurrent Neural Network (base learners) have accuracy of 69.2%, 71.9% and 86.6% respectively while, Random Forest (meta-classifier) trained with the output of the predictions of the base learners has an accuracy and sensitivity of 81.9% and 82% respectively which is better than the existing model which has a percentage of 70%. The existing model was unable to detect any labelled fake news instances as fake news while the developed model recorded a precision of 82%. The simulation result showed that the developed model could detect more fake news instances than the existing model.

C. Model Evaluation Results

The performance of the proposed model was evaluated by benchmarking with the existing model [19] using detection accuracy, sensitivity, false alarm rate and precision as performance metrics according to [8]. All these performance metrics used were calculated using the result of the confusion matrix table which is categorized under true negative, true positive, false positive and false negative respectively as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \times 100
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \times 100
\]

The result of the evaluation and their percentage difference is presented in Table 3. The table shows that the proposed model has a 17.25% higher detection accuracy and 15.78% sensitivity, but a lesser 22.2% precision than the existing model. The higher precision of the existing model emanated because the existing model was unable to detect any fake news instances as fake news, which led to the high positive rates.

Tables 4 and 5 show the screenshot of the classification for the proposed model and the existing model indicating precision, sensitivity, and f1-score. Fig. 11 showed the Area under Curve of 88% for the proposed model. Figs. 12, 13 and 14 are the graphs for the precision and sensitivity that show the benchmarking results of the existing model and the proposed model respectively.

The evaluation results indicate that the proposed model is more sensitive and accurate to classify news as either fake or real than the existing model.
In this study, a classification model for fake news detection on social media using a stack ensemble method of three algorithms to increase the detection accuracy was developed. The proposed model was simulated and it was obvious in the results that the proposed model has a high reduction in the instances of false positives states and high detection accuracy and sensitivity rates, thus has a better performance in detecting fake news instances accurately. Therefore, the proposed model can be adapted by the Social media administrators to combat the spread of fake news. The future works is directed to having a model that will address the timely prediction of the fake news in social media.

V. CONCLUSION

In this study, a classification model for fake news detection on social media using a stack ensemble method of three algorithms to increase the detection accuracy was developed. The proposed model was simulated and it was obvious in the results that the proposed model has a high reduction in the instances of false positives states and high detection accuracy and sensitivity rates, thus has a better performance in detecting fake news instances accurately. Therefore, the proposed model can be adapted by the Social media administrators to combat the spread of fake news. The future works is directed to having a model that will address the timely prediction of the fake news in social media.
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