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Abstract—This paper discusses an optical packet switch (OPS) architecture, which utilizes the components like optical reflectors, tunable wavelength converters (TWCs), arrayed waveguide grating (AWG) and pieces of fiber to realize the switching action. This architecture uses routing pattern of AWG, and its symmetric nature, to simplify switch operation significantly. It is also shown that using multi-wavelengths optical reflector, length of delay lines can be reduced to half of its original value. This reduction in length is useful for comparatively larger size packets as for them, it can grow up some kilometers. The considered architecture is compared with already published architecture. Finally, modifications in the architecture are suggested such that switch can be efficiently placed in the backbone network.

Index Terms—Optical Switch, Fiber Delay Lines, TWCs

I. Introduction

Optical Packet Switching is a connection less networking solution which provides fine granularity and optimum bandwidth utilization using the wavelength division multiplexing (WDM) techniques. All-optical packet switching which requires optical implementation of all the switching functions is still not technologically feasible. One of the reasons is the unavailability. Thus, it is believed that in the next few years, hybrid technology, which utilizes the mature electronics for the control operations and optics for data transmission will be used. In OPS, data is transported from one node to another in the form of packets. These packets contain two distinct portions header and payload (information). At the intermediate nodes, header is processed electronically, while data (payload) remains in the optical form. One of the important aspects of photonic packet switching[1] is contention amongst the packets which arise when more than one packet tries to leave the switch from the same output port, and it can be resolved by the buffering all but one contending packets. In the optical domain for the buffering of packets, fiber delay lines are used as an alternative to optical RAMs. A practical optical packet switch should be able to the route the packets from switch inputs to outputs through simple routing procedure with contention resolution. Optical loss, noise and crosstalk are the major factors which critically affect the performance of the optical packet switches and increase the BER. Additionally, reduction in components is necessary, because currently optical components are costlier than their electronic counterparts. However, the low packet loss and fast speed of optical domain may well compensate the cost. The performance of the switch architectures strongly depends on these design issues. In past, various optical packet switch, architectures have been proposed[2][3][4][5]. In recent past architectures presented in [5] which have feed-forward and feed-backward type structures are extensively investigated as they provide low packet loss probability. The architecture presented here, will provide nearly same packet loss performance as in [5] with much simpler buffering structure, and switch functionality can be achieved with very few components.

Fig. 1: Schematic of the architecture A1
This paper is organized as follows; in section II related work is presented. In section III switch architecture is detailed. In section IV, comparative study with earlier architecture is presented. The placement of the switch in the network is detailed in section V. The major conclusions of the paper, is presented in section VI.

II. Related Work

In general optical network is composed of core and client network as shown in Fig. 3. The information generated in the client network is aggregated at the boundary of the optical cloud, via edge router. The backbone network is optical in nature, and optical router, route the packets in the optical domain. The design of the optical router is very important, and they are also known as optical packet switches. In this section, an overview of different optical switches is presented.

2.1 Switch Architecture

Different photonic packet switch architectures have been proposed and demonstrated in past all these architectures use photonic means to perform packet buffering and routing; electronics plays the important role in functions such as, address processing, routing and buffering control.

Optical packet switch architectures in the broad sense can be classified into three categories such as.

1) Wavelength routed photonic packet switch
2) Broad-cast and select type switch
3) (AWG) / Space switch based packet switch

2.1.1 Wavelength Routed Photonic Packet Switch

In this class of switches, wavelength coding is used for buffering and routing of packets. The switch consists of three functional blocks: a packet encoder block, a buffering block and packet demultiplexer block. The encoder block, encode the wavelengths of the incoming packets, buffering block buffer the encoded packets, if necessary and demultiplexer block, separate the packets and direct them to the appropriate output ports.

2.1.2 Broad-Cast and Select Type Switch

In this approach, at the input of the switch all the information is multiplexed by a star coupler, and distributed to all the output. Each receiver selects a particular packet only. Both TDM and WDM can be applied in these switches.

In this category, contending packets are stored in fiber delay lines using WDM technology. The various loop buffer based architectures are proposed [6-15]. All of them have their advantages and disadvantages and well described in their respective references. The first loop buffer based architecture is proposed by Bendelli [6]. This architecture requires a very large number of components for buffering; effectively Semiconductor Optical Amplifier (SOA) scales linearly with required number of buffer wavelengths, and also the size of the Demux and Mux have to be increased proportionally. Thus physical loss of the architecture is very large. Some problems are also associated with other architectures [7] [8]. The architecture proposed by Choa [9], have similar buffer structure, and in this architecture direct packets which require no delay also pass through the buffer Demux. Thus scaling is more critical in this architecture.

2.1.3 AWG/Space Switch Based Architectures

The third class of architecture uses AWG as a router. The insertion loss of the AWG router is very less as compared to splitter and combiner. Thus using AWG comparatively large number of users can be accommodated. The various AWG/ Space switch based architectures are proposed [1] [2] [5] [16] [17] [18] [19]. In broad sense these architecture performs better than the re-circulating type loop buffer architecture.
In this paper an AWG based optical packet switch architecture is considered and it comparison is made in terms of packet loss probability and optical cost.

III. Architectures Description

The architecture presented in [5] which has feedback architecture (A1) shown in Fig. 1 require two AWGs. It uses shared feedback delay lines to buffer the contended packets.

First, input packets are converted to the appropriate wavelengths and the contended packets are routed to the re-circulating loops for buffering while the straight-through packets are routed to switch outputs. The switch consist of N modules one for each output port and for a tagged output at maximum m packets can be stored. Hence, in all the modules at maximum N packets can have same delay varying from 1 to m slots and in all the modules mN number of packets can be stored. The architecture can be simplified by proper re-structuring. In the architecture A2, (Fig. 2) the upper N ports of the AWG router (scheduling section) ranging from 1 to N connect to N buffer modules. The lower ports (N+1 to 2N) of the AWG acts as actual inputs/outputs port of the switch which is equipped with TWCs and tune the wavelengths of the incoming packets as per the desired output ports. Suppose a packet arrives at the input i and destined for output j, and requires a delay of K slots. Then packet has to be pushed towards module K connected to the Kth port of the AWG. AWG is a cyclic wavelength router. The packet entering at the input port i can be routed to the output port K of the AWG by following the routing pattern of AWG,

\[
\lambda(i,k) = \lambda_k
\]

\[
l = \left[ 1 + (i+k-2) \mod N \right]
\]

after the delay of K slots packet will again appear at input of the scheduling AWG and get routed to output i of the AWG due to its symmetric nature and packet can be directed to the TWC through AWG in the switching section, by following routing nature of switching section AWG [20]. In the buffer, module 1 provides a delay of one slot, module 2 provide a delay of two slots and so on. Thus as per the required amount of delay packets can be placed in different modules. In each buffer module, only one packet per output port will be stored. Thus at most N packets can be stored for a particular output port in all the modules and in each module N wavelengths are used. This will allow storing/ erasing of N packets in single time slot, one corresponds to each output. Referring, Fig. 1 it can be calculated that, between consecutive modules, N-1 wavelengths are common. Therefore, in N modules 2N-1 wavelengths will be required. Here, two types of buffer modules are considered. In the first type only pieces of fiber are used in the buffer, whose length varies from 1 to N slots (Fig. 2). The second type of buffer module (Fig. 3) consists of one optical reflector, one circulator and pieces of fiber with length varies from 1/2 to N/2 slots. This reduction in length is useful for large size packets, where buffer delay line length can grow up to some kilometers. Optical reflector used in the different modules can be dielectric mirror, thin film based mirror and fiber Bragg grating (FBG) etc. The full description of the multi-wavelength FBG is given in [21] where it is shown that, a large number of wavelengths can be reflected from a single grating with reflectivity in the entire band as high as 99.8 percent with negligible insertion loss.

The working of the architecture is explained by considering N=4 i.e., 4×4 switch. In Fig. 5, routing pattern of the scheduling AWG of size 8×8 is shown and sets of wavelengths used for different types of routing. Here different modules are connected to upper ports 1-4 only, and port number 5-8 are actual inputs/outputs of the switch. The module which is connected to port 1, 2, 3 and 4 provides the delay of one, two, three and four slots respectively. Referring Fig. 6(a), in case of N=4, suppose a packet arrives at the input port 7 (scheduling section) for the output port 4 (switching section), and requires a delay of 3 time slots, then its wavelength will tuned to \( \lambda_1 \) as shown in Fig. 6(b), and will get routed to output port 3 of the scheduling AWG. In the first type buffer fiber delay will provide the delay of three slots. In the second type of the buffer modules, While traversing through the buffer packet will reach to the reflector placed in module 3 after 3/2 slots duration, here it will get reflected and there will be delay of 3/2 more slots. After the delay of three time slots the packet will appear at the input port 3 of the scheduling AWG and get routed to output port 7, due to the wavelength routing nature of the AWG. Thus packet appears at the input number 3 of TWC of the switching section which comprises AWG of size 4×4. Here, by converting its wavelength to \( \lambda_2 \) packet can be directed to the output port 4 (Fig. 6(b)).
The complete operation of the switch is controlled by a centralized electronic controller as shown in Fig. 7.

3.1 Queuing Structure

In the considered architecture, separate queue is formed for each output; therefore, architecture can be modeled as output queued system. The length of the queue for each output port will be decided by the number of modules with maximum queue length of N packets. The performance evaluation of the output queued system is well described in [22]. In output queued system, very low packet loss probability is attainable and these queues are formed in wavelength domain, hence additional hardware is not required.

3.1.1 Mathematical Model

In this architecture each output has a separate queue with maximum queue length, equal to m slots. The maximum storage capacity of the buffer is Nm. This can be modeled by output queue.

In the output queue analysis, [22] [23] a specific queue is considered. The analytical results for this queue are also valid for all other queues as all of them are equivalent to each other. In this model assumes identical Bernoulli process. That is, in any time slot, probability of the arrival of packet on a particular input is p and each packet has equal probability 1/N of being addressed to any of outputs. Defining a random variable X as the number of packet coming for a particular tagged output in a given slot the probability that exactly q packets will arrive in a slot is

\[ P_q = \Pr[X = q] = C_q^N \left( \frac{p}{N} \right)^q \left( 1 - \frac{p}{N} \right)^{N-q} \]  

(2)

where \( q = 0,1,\ldots,N \).
Let if $Q_i$ denote the number of packets in the tagged queue at the end of the $i^{th}$ time slot and $X_i$ denotes the number of packets arriving in the $i^{th}$ slot, then

$$Q_i = \min \{ \max(0, Q_{i-1} + X_{i-1}), B \}$$

(3)

A packet will not be transmitted to the tagged output queue if $Q_i = 0$ and $X_i = 0$ in slot $i$. If in any time slot $Q_i > X_i + B$, packets will be lost at the input of the switch.

The Markov chain model for the loop buffer is shown in Fig. 8, and the state transition probability $P_{ij} = Pr \{ Q_i = j | Q_{i-1} = i \}$ can be written as

$$P_{ij} = \begin{cases} 
0 & j < 0 \\
1 & j = 0 \\
p_0 + p_1 & i = 0, j = 0 \\
p_0 & 1 \leq i \leq B, j = i - 1 \\
p_{j+1} & j - N + 1 \leq i \leq j - 1, 1 \leq j \leq B - 1 \\
\sum_{m=j+1}^{B-1} p_m & j = B, 0 \leq i \leq j \\
0 & \text{otherwise}
\end{cases}$$

The steady state distribution of the Markov chain can be obtained as

$$\pi P_{ij} = \pi$$

(4)

Where $\pi = [\pi_0, \pi_1, \pi_2, \ldots, \pi_B]$ is the steady state distribution of the different state. The vector $\pi$ should satisfy the following condition.

$$\sum_{i=0}^{B} \pi_i = 1$$

(5)

If we define normalized throughput $\rho_0$, then

$$\rho_0 = 1 - \pi_0 p_0$$

(6)

The packet success probability can be obtained by dividing $\rho_0$ by $\rho$. Here $\rho$ is the offered load. Then packet loss probability can be obtained as

$$\Pr[\text{Packet loss}] = 1 - \frac{\rho_0}{\rho}$$

(7)

The performance evaluation of the output queued system is well described in [23] using the same model the results obtained for packet loss probability under random traffic condition is shown in Fig. 9 for a switch of size $N = 16$ and $m$ varying from 2 to 16. It can be visualized from the Fig. even at higher load (0.6) very low packet loss probability ($10^{-7}$) is attainable.

Fig. 9: Packet loss probability vs. load (Random Traffic) with varying number of buffer module

### 3.2 Bursty Traffic

In reality, packets arrive in the form of bursts, and to observe the performance of the switch under co-related arrivals, the performance of the switch under bursty traffic is evaluated.

As a function of time, the traffic will be composed of bursts of packets destined to the same output port. These bursts are followed by an idle period that can be of length zero, where new burst will be adjacent to the
older one (Fig. 10). The bursty traffic is characterized by two parameters

1) Average offered traffic load $\rho$, and
2) Average burst length, $BL$.

Time correlation of traffic on each input can be modeled as the Markov chain shown in Fig. 11. The chain is composed of two states: idle state (0) or burst state (j). The system will be in the idle state (0) when no packet arrives in the current slot. Also, if no packet will arrive in the next slot with probability $P_a$ then a new burst will begin with probability $1 - P_a$ and the system will be transferred to the bursty state $j$. In this state, one of the values of output destinations is chosen with equal probability. Being in this bursty state, the next arrival will be either the part of same burst with probability $P_b$ (i.e., destined to the same output port) or the burst will terminate. The termination of a burst can occur in two ways with certain probability:

1) Either a new burst will start for another destination. This transfers the system to state other than the current one. The choice of another destination is equi-probable. The probability of this state will be $(1-P_b)\times(1-P_a)$.
2) Or, going to the idle state with probability $(1-P_b)\times P_a$.

The steady state equation for this Markov chain can be written in terms of steady state probabilities as,

$$
\begin{pmatrix}
P_a \\
1 - P_a \\
(1-P_b) \times P_a \\
(1-P_b) \times (1-P_a)
\end{pmatrix}
\begin{pmatrix}
\pi_0 \\
\pi_a \\
\pi_b \\
\pi
\end{pmatrix}
= 
\begin{pmatrix}
(1-P_a)P_a \\
(1-P_a)(1-P_b)P_a + \pi_b \\
1 - P_b \\
\pi
\end{pmatrix}
$$

(8)

Here, $\pi$ is the steady state probability of the system being in any one of state $j$ i.e., $\pi = \sum \pi_j$ and $1 \leq j \leq N$. Further using the property that summation of all the state probabilities is equal to unity,

$$
\pi_0 + \pi = 1
$$

(9)

Solving (8) and (9), we will get the steady state probabilities in terms of $P_a$ and $P_b$.

$$
\pi_0 = \frac{P_a (1-P_a)}{1-P_a P_a P_b} \quad \text{and} \quad \pi = \frac{(1-P_a)}{1-P_a P_b}
$$

(10)

The average offered traffic load ($\rho$) will be a fraction of time the system is not in the idle state i.e.,

$$
\rho = 1 - \pi_0 = \frac{1-P_a}{1-P_a P_b}
$$

(11)

The probability of a burst of length $k$ is

$$
\Pr(k) = (1-P_b) P_b^{k-1}, \quad k \geq 1
$$

(12)

Hence the average burst length is

$$
BL = \sum_{k=1}^{\infty} k \Pr(k) = \frac{1}{1-P_b}
$$

(13)

Considering some fix value of $\rho$ and $BL$ in (11) and (12) respectively, the value of $P_a$ and $P_b$ can be calculated and it will be used to simulate the performance of the above mentioned switch architectures under bursty traffic conditions.

![Fig. 12: Packet loss probability vs. Load (Busty Traffic)](image)

The packet loss probability performance of the switch under the bursty traffic conditions while considering burst length ($BL$) is equal to two and switch size $N = 8$ with varying number of modules in shown in Fig. 12. It can be observed from the Fig. packet loss probability...
improves with number of modules, even under the bursty traffic conditions the packet loss probability is under acceptable limit.

IV. Comparative Study

In architecture A1 Along with this control algorithm for the switch is very complex. Controlling will required at three places i.e., input TWCs and two buffer TWCs. In the architecture A2, structure and the routing algorithm is very simple, physical loss of the buffer is negligible and control will only be required only at the input and output of the scheduling AWG. The unique feature of the architecture is that no controlling is required inside the buffer and using WDM a large number of packets can be stored in a single strand of fiber. The only advantage of the architecture A1 is that it is re-circulating in nature, but the re-circulation is only possible when,

1) no incoming packet will contend with buffered packet for the same TWC placed before AWG in single time slot (TWC before buffer AWG would be free)

2) No buffered packet tries to leave the buffer AWG in same time slot (TWC after buffer AWG would be free). Therefore, re-circulation operation is only possible when both the buffer TWCs are free. This problem in [5] is defined as exit time contention and they also modeled the switch for the tagged output queue system and derived a probabilistic expression for no exist time contention. In our opinion, under low loading condition, this re-circulating feature will not be required and at higher load above stated conditions (1-2) cannot be avoided. Therefore, the re-circulating nature will add to the control algorithm complexity without gaining too much. In the architecture A2 we can get rid of N TWCs, which are costly component still packet loss probability will remain nearly same.

4.1 Cost Analysis

The optical cost measure is considered as parametric estimate of cost, scalability and hardware requirements. The methodology and optical cost of various components follows form [24] where optical cost of the different components is obtained by counting fiber to chip coupling (FCC) unit. But the cost of TWCs is considered to be 4 as FCC does not include the wavelength conversion range. To incorporate the effect of wavelength conversion a generalized cost model is proposed in [25] where the cost of the TWCs is given by the expression

\[ C_{\text{TWC}} = ad^b \]  

Here, \( a \) is normalization constant and \( d \) is the conversion range and \( 0.5 \leq b \leq 5.0 \). The optical cost of the architecture A1 can be given as

\[ C_{A1} = NC_{\text{TWC}} + C_{\text{AWG}} \]

\[ + NC_{\text{TWC}} + C_{\text{AWG}} + C_{\text{TWC}}^b \]

Substituting the cost values of different components, we get

\[ C_{A1} = N \left( 2N - 1 \right)^b + 4N \]

\[ + N \left[ (N + m - 1)^b + (2N - 1)^b + 2(N + m) \right] \]

\[ C_{A1} = N \left[ (N + m - 1)^b + (2N - 1)^b + 6 \right] + 2m \]  

and for \( N = m \) the cost of the architecture A1 will be given by

\[ C_{A1} = N \left[ 3(2N - 1)^b + 8 \right] \]

Similarly the cost of architecture A2 will be given by

\[ C_{A2} = NC_{\text{TWC}} + NC_{\text{AWG}} + NC_{\text{TWC}} + NC_{\text{AWC}} \]

After inserting cost values we get,

\[ C_{A1} = N \left[ (2N - 1)^b + (N - 1)^b + 6 \right] \]  

In Fig. 13, cost of both the architectures is compared in term of Fiber-to-Chip Coupling (FCC) unit. Here, the cost of the optical fiber is neglected in both the architectures, considering \( N = 32 \) and \( b = 1 \) the cost values of architecture A1 and A2 will be 6304 and 3200 FCC units. Hence, in the architecture A2 cost of the architecture is reduced by 49.2 percent. Similarly for \( b = 0.5 \) the cost of architecture A1 is 1018 and that of architecture A2 is 624 and hence cost reduction is 39 percent. Therefore, cost analysis suggest that addition of few more fiber delay lines is better option rather than...
achieving re-circulating nature through buffer TWCs (Architecture A1) under the assumption of no exit time contention.

V. Placement of the Switch in Network

Referring the Fig. 3, the switches will be placed in the backbone networks, where multiplexed data traverses from one node to other. As multiplexed data will arrive at the switch input, it should be first de-multiplexed, however, as the data can arrive at any wavelength range, splitter should be used at the input, and combiner at the switch output. The modified architecture is shown in Fig. 14.

\[
L(S) = L_{\text{splitter}} + L_{\text{TWC}} + L_{\text{AWG}} + L_{\text{Sw}} + L_{\text{combiner}}
\]

where, \( L_i \) is the loss of the \( (i=\text{type}) \) device. Considering for example a \( 4 \times 4 \) switch, the total loss is given by

\[ L(S) = 6 + 2 + 3 + 2 + 1.5 + 6 = 20.5 \text{dB} \]

In the above calculation it must be remembered that the size of scheduling AWG is 8x8. Hence if data pass through the switch it will suffer a loss of 20.5 dB, which is huge loss. Therefore, it is required to compensate such a huge loss with an optical amplifier like EDFA (Erbium doped fiber amplifier).

If EDFA is placed inside the switch, in such a case EDFA will be placed in each branch of the (scheduling/switching) port or placed in the each module of the buffer. But such arrangement will be a loss of hardware and cost, as only one amplifier can amplify more than one signal simultaneously. Hence, it is advisable that the amplifiers should be placed in the n/w between two cascaded switches as for example the placement of the amplifier is shown in Fig. 16.

In the further study, the power budget analysis of the switch will be performed that will lead to the scalability analysis of the switch. Thereafter, the performance of the ring network with four such switches will be done while considering the noise of the EDFA, and further more exact results of packet loss probability by doing cross-layer optimization will be evaluated.

VI. Conclusions

In this paper, optical packet switch architecture is discussed, which is realized using components like optical reflectors, tunable wavelength convertor (TWC), arrayed waveguide grating (AWG) and pieces of fiber. This architecture uses routing pattern of AWG, and its symmetric nature, to simplify switch operation significantly. In the presented architecture, large number of packets can be stored in a single fiber delay.
line and in the buffer, controlling of the packets is not required. Finally, modifications in the architecture are suggested that will enable its placement in optical network.
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