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Abstract—Most of the man-made technologies are 

nature-inspired including the popular heuristics or meta-

heuristics techniques that have been used to solve 

complex computational optimization problems. In most 

of the meta-heuristics algorithms, adjusting the 

parameters has important significance to obtain the best 

performance of the algorithm. Cricket Chirping 

Algorithm (CCA) is a nature inspired meta-heuristic 

algorithm that has been designed by mimicking the 

chirping behavior of the cricket (insect) for solving 

optimization problems. CCA employs a set of parameters 

for its smooth functioning. In a meta-heuristic algorithm, 

controlling the values of various parameters is one of the 

most important issues of research. While solving the 

problem, the parameter values have a potential to 

improve the efficiency of the algorithm. The different 

parameters used in CCA are tuned for better performance 

of the algorithm through experiments conducted on a set 

of sample benchmark test functions and then, the fine-

tuned CCA is compared with some other meta-heuristic 

algorithms. The results show the optimal choice of the 

various parameters to solve optimization problems using 

CCA. 

 

Index Terms—Metaheuristic Algorithm, Parameter 

Tuning, Optimization Problem, Cricket Chirping 

Algorithm, Test Function, Nature-inspired Algorithm. 

 

I.  INTRODUCTION 

Nowadays meta-heuristics algorithms are among the 

most powerful algorithms to solve complex optimization 

problems. When these heuristic or meta-heuristics search 

algorithms are used to solve a particular problem, we 

need some steps to map the original problem context with 

the problem-solving framework like the specification of 

the representation and evaluation of the fitness function. 

In most of the metaheuristics algorithms, parameter 

tuning by hand is a common practice. Generally, one 

parameter is tuned at a time and repeated for 

simultaneous tuning of more parameters. However, it 

leads to a huge amount of experiments and may cause 

some sub-optimal choices. Obtaining an optimal or near 

optimal solution of the algorithm depends on the 

parameter values. Therefore, finding good parameter 

values is important, even if the process requires a lot of 

additional resources. Determining the best parameter 

values is a hard and challenging task since there is not 

much knowledge about the effects of parameters on the 

algorithm’s performance [1]. The procedure of parameter 

setting can be categorized into two types: parameter 

tuning (before the run) and parameter control (during the 

run). In parameter tuning, parameter values are defined in 

advance and do not change during the execution of the 

algorithm. In parameter control, parameter values are 

changed during the algorithm run and can be 

deterministic, adaptive or self-adaptive. There has been a 

large amount of work dedicated to finding the optimal 

parameters of Meta-heuristics Algorithms [2, 3]. The 

Genetic Algorithm (GA) is the oldest meta-heuristic 

algorithm developed by Holland [4], which is inspired by 

Darwin’s theory of evaluation and has been employed in 

solving various types of the optimization problem. De 

Jong put a significant effort into finding parameter values 

for a traditional GA and recommended values for the 

probabilities of single-point crossover and bit mutation, 

which were good for a number of numeric test problems 

[5, 6]. Yuan and Gallagher [7] proposed an approach by 

combining the Meta-EA [8] with a method called Racing 

[9], which is based on the statistical analysis of 

algorithm’s performance with different parameter settings 

[10]. The Particle Swarm Optimization (PSO) is another 

one most popular meta-heuristics algorithm which was 

developed by [11] based on the social behavior and 

movement of organisms in a bird flock or fish school. For 

enhancing its performance developed an automatic 

parameter tuning technique was developed by G. S. 

Tewolde et. al.[12]. Many other nature-inspired 

algorithms such as Ant Colony Optimization (ACO), 

Simulated Annealing  (SA), Harmony  Search (HS), Big 

Bang Big Crunch algorithm (BBBC), Artificial Bee 

Colony (ABC), Gravitational Search Algorithm (GSA), 

Cuckoo Search (CS) algorithm, Firefly Algorithm (FA), 

Bat Algorithm (BA) etc. are  some of the most popular 
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optimal meta-heuristic algorithms for solving 

optimization problem [13-23]. Different authors have 

fine-tuned the parameters for different problems such as 

ABC was tuned for energy efficiency optimization in 

massive MIMO systems, Gaussian noise elimination on 

digital images [24-26], GA for real world transportation 

problem, Energy-Minimizing Vehicle Routing Problem, 

fire tube boiler[27-29], Shuffled Frog Leaping Algorithm 

Applied to Optimizing Water Distribution Networks [30, 

31], Self-Tuning PID(Proportional Integral Derivative) 

for PMSM (Permanent Magnet Synchronous Motor) 

Vector Control based on improved KMTOA (kinetic-

molecular theory optimization algorithm ) [32], PID 

controller parameter tuning for Superheated Steam 

Temperature of Power Station Boiler [33], improved PSO 

tuned PID and Sliding Mode (SMC) classical controllers 

for the motion control problem of the robotic manipulator 

[34] etc. 

Cricket Chirping Algorithm (CCA) is a new meta-

heuristic algorithm developed based on the chirping 

behavior of cricket [35, 36]. Adjustment of different 

parameters of the meta-heuristics algorithm is usually a 

time-consuming task which is mostly done by a trial and 

error approach. In this study, the performance of CCA 

tests with different values of the parameters like 

temperature, aggression rate, crossover rate and female 

selection. The rest of the paper is organized as follows: 

Section II shows the details of the cricket chirping 

algorithm. In Section III the impact of different 

parameters is analyzed in some benchmark test problems 

and the comparison of experimental results with its 

counterpart are discussed in Section IV and the article is 

concluded with future directions in Section V followed 

by the references. 

 

II.  CRICKET CHIRPING ALGORITHM  

In this section, the details of CCA are explained.  First, 

the natural behavior of cricket is described briefly, 

followed by the development of CCA, its ability to solve 

the optimization problem and the movement of the 

cricket in the search space. 

A.  Cricket’s Behavior  in Nature 

Crickets are insects that make a sound in summer night 

that is called as chirping which is scientifically referred to 

as stridulation. Their body structure and long antennae 

including jumping hind legs are similar to a grasshopper. 

Acoustic communication among animal utilizes sound to 

signal information from one individual to another.  Many 

animals use acoustic signals for intraspecific (within 

species) communication. For example, birds produce a 

song, frogs croak, crickets chirp etc. In crickets, generally 

male cricket produces the chirp by rubbing their 

forewings (elytra) against each other.  The song or chirp 

of cricket is categorized into different types based on 

their chirping behavior [37- 39]. 

 

Calling song: The calling song is produced to attract 

female cricket for mating which is fairly loud and this is 

the chirping that is most commonly heard during summer 

nights.  

Courtship song: The courtship song is like a scraping 

noise of low intensity that is made when a male attempts 

to mate with a female. 

Copulatory song: After a successful mating they 

produce a copulatory song for a brief period.  

Aggressive song: This song is also called rivalry or 

triumph song. An aggressive song detects the near 

presence of male cricket. 

 

Though the cricket chirping is divided into different 

types, mostly crickets chirp for mainly two reasons:  i) for 

mating and ii) for aggression.  They produce Calling 

Chirp for mating with female crickets and Aggressive 

Chirp to fight with other male crickets.  Fig. 1 shows the 

behavior of Mating chirp and Aggressive chirp. When the 

cricket chirps for mating, it produces offspring and when 

the cricket chirps for aggression, it fights with other male 

cricket and the winner cricket will survive in the 

environment. 

 

 

Fig.1. Crickets behavior: (a) Calling Chirp and (b) Aggressive Chirp 

B.  Cricket Chirping Algorithm 

Each cricket is assumed to be a solution and is 

characterized by its position in the search space. Out of 

the total cricket population, few of them as determined by 

the user are randomly designated as female population. 

By nature, only the male crickets can chirp and its 

chirping rate is based on the outside temperature. The 

male cricket may chirp for mating or aggression. When 

they chirp for mating, based on their chirping rate at 

certain temperature the cricket moves to a new position 

and mate with females and produce offspring. The 

offspring represents a new position (solution) of the 

cricket. By emitting an aggressive song, they fight with 

other male crickets and the winning cricket will survive 

in the search space. The cricket which has the highest 

fitness will be selected as winner cricket. So for 

simplicity, crickets are assumed to be in two states:  they 

might chirp for mating and for aggression. 

First, when the male crickets produce calling chirps for 

mating, they emit a peculiar sound and the female 

crickets are attracted and they move towards female 

cricket. They are allowed to mate and after mating, they 

produce offspring, which means they are taken to new 

positions in the search space. The mating process is 

similar to the crossover process of the genetic algorithm. 

Second, when the cricket chirps for aggression, they 

emit an aggressive chirp and other male crickets are 
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warned and female crickets will move away. All crickets 

may not be chirping for aggression. For simplicity, we 

can use a simple representation that the probability of 

chirping for aggression is Ar, which is in between [0, 1]. 

When cricket chirps for aggression, it is assumed that 

they randomly walk to another male cricket and fight. 

The winning cricket takes the place of the solution and 

removes the loser cricket. 

The fitness of the male cricket is calculated based on 

their attractiveness and replace the position of low fit 

cricket with high fit cricket. The aim is to use the new 

and potentially better solutions (cricket) to replace a not 

so good solution. The attraction is based on the loudness 

of the chirping sound. The chirping sound is calculated 

based on the environment temperature and the cricket 

moves to the new position. 

C.  Movement of Cricket 

For the cricket movements, the rules to update the 

positions xi and velocities vi in a d-dimensional search 

space have to be defined. An American physicist and 

naturalist, Amos Emerson Dolbear developed a 

relationship between air temperature and the chirping rate 

of cricket [40]. The chirping of crickets is related to 

temperature, as well as age and mating success. Dolbear 

expressed the relationship using (1) or (2) which provides 

a way to estimate the temperature Tc in degrees Celsius 

and degrees Fahrenheit Tf from the number of chirps per 

unit time Nc: 

 

40
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Or, 
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The chirping rate is derived by using Dolbear’s law in 

a certain temperature Tc,  

 

( 10) 7 40Nc Tc                           (3) 

 

Since the chirping rate is the number of chirps per unit 

time, it is assumed to be the frequency of the cricket’s 

chirp. From the frequency calculate the velocity of the 

cricket as follows: 

 

iv Nc                                    (4) 

 

Here, λ is the wavelength, the gap between one chirp to 

another chirp which is uniformly drawn. From the 

velocity, we calculate the step size (st) by using (5).  

 

( )i i ist v x x                             (5) 

 

Where α=0.01 is a constant value which is used to 

control the movements of the cricket within a bounded 

space and xi is the current position and x* is the best 

position ever encountered by the cricket. Then the cricket 

will move to the new position by using the following 

formula: 

 

1i i ix x st                                 (6) 

 

Equations (1)-(6) are used when the cricket chirps for 

mating and they change their step size according to the 

chirping rate at a certain temperature. The mating process 

is similar to the crossover operator of the genetic 

algorithm. 

Table 1. Algorithm of CCA 

Algorithm  for CCA( ) 

Begin 

Input: fc (x):  Objective  function;  n: Total   

           Number  of crickets; Tc : Temperature; Ar:   

           Aggression  Rate;  Cr: Crossover  Rate;  k: No.   

          of female crickets Fs. 

1. Randomly  Initialize  the crickets  position  xi ; 

2. Calculate the fitness of the crickets; 

3. Choose k crickets  as female crickets Fs ; 

4. While (stopping criteria  not met) 

a.  Chirp  for mating   

      //Call procedure calling-chirp(); 

b.  Mate  with female crickets   

      // call procedure mating(); 

c. Allow the male crickets  to chirp for aggression  

     //Call    procedure aggr-chirp() 

d.  Compute  the fitness of the crickets; 

e. Rank  the crickets  and find the current best; 

5. End while 

6. Return the global best cricket  at termination 

End 

 

Procedure calling-chirp( ) 

Begin 

For every male cricket 

 Calculate the Nc  and vi using (3) and (4); 

 Calculate the sti using  (5); 

 Move each cricket  to the new position  using (6)  

 Return crickets  in the new position; 

End For 

End 

 

Procedure mating ( )  

Begin 

 Randomly  choose a cut point in both  male cricket  Mi  

and female cricket Fs ; 

 Exchange  the genetic materials of both  Mi  and Fs  with 

reference to their  cut points to produce  two new 

offspring;  // Similar to crossover in GA// 

 Return the best of the two offspring and the parents as the 

new cricket (position); 

End 

 

Procedure aggr-chirp()  

Begin 

    if rand> Ar  

             //rand is a random  number  within  [0   1] 

• Choose a random  cricket.  

 //Conduct a tournament between them. 

• Fight with other  male crickets.  

• Return the winner cricket.   

     End 

 End  

 

In the aggressive Chirp phase, the male cricket is 

allowed for aggression with aggression rate Ar, it is 
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assumed that when the cricket chirps for aggression, they 

move to a new position using a random walk to another 

male cricket and make combat. The fittest cricket will be 

the winner and survive in the search space. Table 1 shows 

the pseudo code of the Cricket Chirping Algorithm. 

 

III.  IMPACT OF VARIOUS PARAMETERS OF CCA  

Generally, meta-heuristic algorithms have several 

parameters to be fine-tuned. CCA has parameters like 

Temperature (Tc), Aggression Rate (Ar), Crossover Rate 

(Cr) and Female Selection (Fs). This section analyses the 

impact of these parameters on the performance of the 

CCA. The values of each parameter are varied by keeping 

other parameters fixed. To fix the parameters for CCA 

the performance of different parameter values are studied 

on the benchmark mathematical function, namely Alpine, 

Beale, Goldstein and Price, Rastrigin, Sphere, and Tripod 

function. Brief descriptions of these functions are given 

below and the 3D view for a two-dimensional graph 

representation of each function is shown in Fig.2. 

 

 
(a) Alpine 1 Function 

 
(b) Beale Function 

 
(c) Goldstein & price Function 

 
(d) Rastrigin Function 

 
(e) Sphere Function 

 
(f) Tripod Function 

Fig.2. Two-dimensional graph representation of the  test functions 

A.  Test Functions 

Alpine1Functions: This  is a multimodal minimization 

problem  defined as follows: 

 

1
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                   (7) 

 

Here, d represents the number  of dimensions  and xi 

[−10, 10] for i = 1, ., d. The Global optimum is fmin= 0 

for xi = 0,  i = 1, ., n. 

Beale Function (Hedar, N.D.): It is a continuous, 

differentiable, non-separable, non-scalable, unimodal 

function. The function  is defined as follows: 

 
2 2 2 3 2
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(8)
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Goldstein & Price Function: The function  Goldstein  

& Price returns the value: 
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With domain  -2 |xi| ≤ 2 and the global minimum fmin = 

3 at the point (0,−1). 

Rastrigin function: The Rastrigin function has several 

local minima. It is highly multimodal, but the locations of 

the minima are regularly distributed. It is shown in the 

figure in its two-dimensional form.  The function  is 

given below: 
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                 (10) 

 

The range is −5.12 ≤ xi  ≤ 5.12 and global minimum 

fmin=0  at the point (0,.......,0) 

Sphere Function: It is a continuous, convex and 

unimodal function. This function has d local minima 

except for the global one. 
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Where,  xi∈[-5.12,  5.12]  for all i = 1, .  , d. The  

Global  Minimum f (x∗ ) = 0, at x∗  = (0, ....., 0). 

Tripod Function: It is a semi-continuous problem. The 

global minimum is fmin =0 on (0, -50). It is theoretically 

easy, this problem is, in fact, difficult for a lot of 

algorithms that are trapped in the two local minima.  Here, 

d represents the number of dimensions and xi∈[-100,100]  

for i=1,..,.., d. 
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B.  Impact of Temperature (Tc) 

The cricket’s chirp depends on the outside temperature. 

Generally, the higher the temperature of environment the 

higher the chirping rate. Here the cricket is allowed to 

chirp in different temperatures. The temperature is taken 

as 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100. The program 

is run for 100 times for every temperature value to find 

the global optimal value and the average number of 

iterations is calculated. In Fig.3(a)-(f) the effect of the 

different temperature values is shown. 

 

 

 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig.3. The number of iterations to find the global optimal value of  the 

test Functions in different Temperature 
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From the graph shown in Fig. 3, it is visible that when 

the temperature is increased the number of iterations 

needed to find the optimal value is reduced for all 

functions.  So we fixed the temperature between  90 to 

100. 

C.  Impact  Of Aggression Rate (Ar ) 

When the cricket wants to fight, it makes the 

aggressive chirp. Since not all the crickets chirp for 

aggression, it is needed to choose the aggression rate (Ar). 

Having analyzed, the performance of CCA is better at a 

higher temperature. This experiment analyzed the impact 

of different aggression rate Ar at the temperature 

(Tc=100). The probability of aggression rate is varied like 

0.01, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 

0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95 

and 0.99. The program is run 100 times for all test 

functions with every Ar value and the average iterations 

to find the global minima are calculated. Fig. 4(a)-(f) 

shows how the aggression rate affects the results in 

different functions. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig.4. The number of iterations to find the global optimal value of  the 

test Functions in different Aggression rate 

From the graph, it is shown that in the lower value of 

aggression rate, the number of iterations needed for 

optimization is less. CCA is showing better results at 

aggression rate 0.05, 0.10, and 0.15.   Based on the results,  

[0.05 to 0.25] is considered as the aggression rate for low 

dimensional problems. 

D.  Impact of Crossover Rate (Cr) 

After making the calling song, the female and male 

crickets undergo the mating process.  The crossover is 

done using different crossover rates (Cr). Generally, 

crossover rate is high in GA. So the program is tested for 

crossover rate 0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, 

0.85, 0.90, 0.95 and 0.99 having temperature rate 100 and 

aggression rate 0.15. The performances of different 

crossover rate in each test functions are shown in Fig.5 

(a)-(f). The process is same as in Section III (B) and 

Section III(C). 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig.5. The number of iterations to find the global optimal value of  the 

test Functions in different Crossover Rate 

From the figure, it is shown that the higher crossover 

rate from 0.75 to 0.85 is showing good performance.  So 

the crossover rate (Cr) would be fixed in 0.80. 

E.  Female  Selection (Fs) 

In CCA, only the male cricket chirps for mating.  To 

perform the mating operation the male crickets have to 

choose the female crickets.  The selection of female (Fs) 

crickets may be done in different ways.   The  CCA  is 

tested for the following female cricket selection methods. 

 

Random Female Selection: In this method, 50% of the 

total crickets are randomly chosen as female crickets and 

allowed to mate with male crickets randomly. 

Best Fit selection: In the best fit selection process the 

highest fit cricket is selected as female cricket and makes 

the crossover process in two ways.  First,  the female 

cricket is allowed to mate with all the male crickets and 

second, allow mating only with one male cricket which is 

randomly chosen.  

Lowest fit Selection: In the lowest fit process the worst 

cricket is selected as female cricket and allowed to mate.   

Since this selection does not converge to the optimal 

fitness value, it is not considered for female selection. 

 

The program is run for 100 iterations for the Random  

Selection method and Best Fit  Selection method  (both 

mating with one cricket and all cricket).  The fitness 

value of selection methods for all the test functions is run 

100 iterations and the graph of convergence to the 

optimal solution is shown in Fig.6(a)-(f). It is clearly 

observed from the graph that the  Best  Fit  Selection 

scheme mating with all male crickets, offers better results 

in terms of convergence or speed. 

From the experiment conducted, the best CCA 

parameter found are listed in Table 2. Using these CCA 

parameter values, the CCA Algorithm is compared with 

other meta-heuristic Algorithm in the next section. 

Table 2. Parameter values of CCA 

Parameter Name Value 

Temperature 100 

Aggression rate 0.15 

Crossover rate 0.80 

Female Selection 
Best cricket as female and mate 

with all cricket 

 

 
(a) Alpine 1 Function 

 
(b) Beale Function
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(c) Goldstein & Price Function 

 
(d) Rastrigin Function 

 
(e) Sphere Function 

 
(f) Tripod Function 

Fig.6. The fitness value of test Functions with different female selection 

methods 

 

IV.  COMPARISON OF CCA WITH OTHER META-HEURISTIC 

ALGORITHMS   

After fine-tuning the optimal parameter values for 

CCA,  the algorithm is compared with the popular meta-

heuristic algorithms to show the betterment of CCA. Bat 

Algorithm  (BA) and Cuckoo Search (CS) Algorithm are 

considered in comparison with CCA as they are recent 

and popular algorithms. GA and PSO have not been 

compared here since the BA and CS show better results 

compared to them  [21, 22]. The BA was developed 

based on the echolocation behavior of bats. The bat flies 

in search of its prey with a velocity vi at position  

(solution) xi with varying frequency. It has loudness  Ai 

and pulses emission rate ri. In BA, the balance between 

exploration and exploitation is controlled by tuning 

algorithm-dependent parameters and uses a frequency-

tuning technique to control the dynamic behavior of a 

 

 

swarm of bats. For BA the loudness and pulse are set to 

0.5 and the minimum and maximum frequency is taken as 

0 and 2. 

The CS algorithm was developed based on the 

breeding behavior of cuckoo in combination with the 

Levy flight behavior of some birds. Some species of 

Cuckoo birds lay their eggs in communal nests.  If a host 

bird discovers the eggs are not their own, they will either 

throw these alien eggs away or simply abandon its nest 

and build a new nest elsewhere.   CS has three idealized 

rules.   First, each cuckoo lays one egg at a time,  and 

dump its egg in the randomly chosen nest.  Second, the 

best nests with the high quality of eggs will carry over to 

the next generations.  And  Third,  the number of 

available host nests is fixed and the egg laid by a cuckoo 

is discovered by the host bird with probability pa∈[0,1].  

In the  CS algorithm, the discovery rate of the alien egg is 

taken as 0.25. 

The CCA, BA, and CS are run for every test function 

using the above-mentioned parameter values. The 

convergence toward the optimal value of each algorithm 

for all functions in 100 generations are shown in Fig.7 

(a)-(f). The fitness value of each algorithm for the 

benchmark test functions in 100 generations is shown in 

Table 3. The CCA shows better fitness values compared 

to the  BA and CS. 

Table 3. Comparison of fitness value of CCA with BA and CS in 100 

generations 

Function 

Name(f(x)) 

Fitness Value (fmin  ) 

BA CS CCA 

Alpine 1 1.17E-08 2.02E-08 2.52E-21 

Beale 1.63E-08 5.66E-07 8.93E-17 

Goldstein 3 3 3 

Rastrigin 2.37E-06 0.000322 7.11E-15 

Sphere 7.17E-06 4.67E-09 7.03E-23 

Tripod 0.000146 0.008835 3.87E-11 

 

 
(a) Alpine Function 

 
(b) Beale Function
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(c) Goldstein & price Function 

 
(d) Rastrigin Function 

 
(e) Sphere Function 

 
(f) Tripod Function 

Fig.7. Fitness value of BA, CS, and CCA for each test function 

 

V.  CONCLUSIONS   

This paper analyzes the impact of the various 

parameters used in CCA. The parameters viz., 

environmental Temperature Tc, Aggression Rate Ar, 

Crossover Rate  Cr and  Female  Selection  Fs have an 

effective contribution in the performance of CCA. When 

comparing the initial and final set of parameters, it is 

found that the final set provides better results than the 

initial parameter configuration for the problem under 

study. As per the analysis of the experiments, the higher 

the temperature, the higher the fitness value of the 

crickets. The cricket produces high-frequency sound in 

high temperatures.  But, in low aggression rate, it shows 

better performance for low dimension problems. In 

female selection, the best fit female selection converges 

faster compared to other female selection schemes. The 

values obtained through various experimental settings 

could be fixed as the standard parameters for the CCA 

algorithm in  future. The comparison with its counterparts 

also shows that CCA  performs better than others and 

hence it could be used as a good optimization technique. 

In future, CCA can be extended to solve multi-objective 

optimization problem and it can be applied in different 

areas. 
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