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Abstract—Goals, Operators, Methods, and Selection rules (GOMS) model is a widely recognised concept in Human-Computer Interaction (HCI). Since the initial idea, several GOMS techniques were developed that were used for analysis, differing in their form defined by the logical structure and prediction power. Through defined operators and methods and following the certain rules, the user can reach a specific goal. This work represents an effort to apply GOMS method in the field of artificial intelligence, specifically on a state-space search problems. Card, Morgan, Newman GOMS (CMN-GOMS) model has been chosen, since it represents ground-floor of the GOMS idea that solves the given task through a sequence of operators. Compared with the informed search algorithms for solving the given task, CMN-GOMS model gave better results. Moreover, it was shown that this model could be used in any other space motion problem in the natural environment. LEGO® MINDSTORMS® EV3 robot was used to demonstrate the application of GOMS model in real world pathfinding problems and as a test-bed for comparing proposed model with well-known search algorithms.
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1. INTRODUCTION

Goals, Operators, Methods, and Selection rules (GOMS) model is a widely recognised concept for Human-Computer Interaction (HCI). Its core lies in the assumption of the presence of an intelligent user who through goals, operators, methods and selections rules, can efficiently solve a given problem, which makes the method itself interactive.

From the cognitive learning perspective, learning involves the transformation of information from the environment into knowledge stored in the mind. Learning occurs when new knowledge is acquired or existing knowledge is modified by experience. Cognitive learning theories are used to explain simple tasks such as remembering the name of a new friend as well as the complex ones such as interpreting an abstract drawing. This learning approach focuses on how children process information through attention, memory, thinking, and other cognitive processes. Social cognitive learning perspective examines the process involved as people learn from observing others and gradually acquire control over their own behaviour. In other words, social cognitivists believe that people learn a new behaviour simply by watching what other people do.

On the other hand, Informed Searched Algorithms (ISA) that do not have external influence cannot always give the optimal solution [1].

GOMS model was developed by S.K. Card, T.P. Moran and A. Newell [2]. Depending on a given task, the type of the desirable feedback and the method implementation (sequential or parallel) there are several GOMS models that can be used: Keystroke-Level Model [3], Card, Moran, Newell GOMS [4], Natural GOMS Language [5] and Cognitive-Perceptual Motor GOMS [6]. GOMS model has a broad range of usage in computer science due to its ability to quantitatively and qualitatively analyse ways of using a particular system (forecasting the execution time, recognition and prediction of error influence [7]).

Problem solving in Artificial Intelligence (AI) can be presented as a systematical search of possible outcomes with a task of finding some predefined goal or solution. One of the most used approaches to problem solving in AI is applying search algorithms [8]. In Computer Science, a search algorithm is considered an algorithm that is used for evaluating a set of all possible states and selecting an appropriate solution.

As opposed to the GOMS model, to solve a given task search algorithms are relying on heuristic technique, i.e. they are designed through given set of rules based on general experience to find the most appropriate solution for a given task [9].

There are many different problems applicable to AI and search algorithms, but most of them can be placed in one of three main categories [10]: path-finding problems, two-player games and constraint-satisfaction problems. In real world situations, especially those involving robots, path-finding problems are the ones most occurring [11, 12]. Furthermore, path-finding problems are closest to the state-based model of the world, with each position representing a single state.

One of the most common problems used for testing robots and their AI are maze traversal problems [13]. A maze is, in most cases, two-dimensional lattice-like structure, consisting of a finite number of identically sized cells [14]. A robot is placed in one empty cell
(initial state) called starting cell, with the task of finding the way to the target cell in the maze (goal state). Not all cells are adjacent so robot must traverse through multiple cells in order to reach its goal. Some cells can contain obstacles, thus preventing a robot from passing through that cell. There can be multiple passageways to the target cell.

In this paper, we will analyse the LEGO® MINDSTORMS® EV3 robot [15] movement through a given space with obstacles. For this paper, CMN-GOMS model will be used since it was the first designed GOMS model that provides the proper GOMS idea. Our intention is to show the quality of the GOMS model in the learning process by comparing it to the ISA. Section 2 contains the basic theoretical description of the methods and material used in our research, while Section 3 covers the results. Discussion and conclusions are provided in Section 4.

II. METHODS AND MATERIALS

A. GOMS model

GOMS model consists of four components which define cognitive structure used for data processing:

1. Set of goals which define state of a given task,
2. Set of operators that include perceptive (recognition of the surroundings), motoric (physical movement) and cognitive (data interpretation) data processing used in defining the framework,
3. Set of methods made of subgoals and operators usually sequentially used for achieving a particular goal,
4. Set of selections rules that define control structure needed for choosing the optimal method to solve a given task.

To reach a final goal (usually on the highest level of abstraction), the model performs a finite number of steps which includes usage of defined operators representing the lowest level of abstraction. Combination of a given number of actions together produces a single method. In general, the method that requires the minimum amount of time and steps for reaching the final goal is considered to be the most efficient one. This metric corresponds to the time complexity metrics of search algorithms [16]. Fig. 1 shows a simplified structure of the GOMS model that consists of initial state, selections rules, operators, methods, and final goal.

Execution time is usually experimentally measured for each of the components separately. The total execution time is calculated simply by adding the execution time of each component. In our case, execution time depends on physical characteristics of used robot and its construction.

The most used type of GOMS model is CMN-GOMS, which strictly follows the sequential logical structure of the framework. It assumes that user possesses all required knowledge and doesn’t need to search the environment previous to the analysis [17]. For that reason, CNM-GOMS also can forecast sequence of the operators required to achieve a particular goal. Card et al. (1983) successfully demonstrated its forecasting abilities, as well as the estimation time needed to complete a given task on the examples of textual editing and operating systems. Even though the model has defined methods and goal structure, there is no predefined manual for set-up and execution of the method itself. Consequently, it is easy to create and implement CMN-GOMS framework which allows users to set up and complement methods inside the framework.

In our research, we used three basic movement operators: Large Motors Forward (LMF), Large Motors

![Fig. 1. Simplified structure of the GOMS model for reaching the final goal from the initial state through defined selections rules, operators, and methods.](image-url)

<table>
<thead>
<tr>
<th>GOMS method #1</th>
<th>GOMS method #2</th>
<th>GOMS method #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 x LMRL</td>
<td>2 x LMRL</td>
<td>2 x LMRL</td>
</tr>
<tr>
<td>LMF</td>
<td>LMF</td>
<td>LMF</td>
</tr>
<tr>
<td>LMRL</td>
<td>LMRR</td>
<td>LMRL</td>
</tr>
<tr>
<td>3 x LMF</td>
<td>2 x LMF</td>
<td>3 x LMF</td>
</tr>
<tr>
<td>LMRL</td>
<td>LMRR</td>
<td>LMRL</td>
</tr>
<tr>
<td>4 x LMF</td>
<td>6 x LMF</td>
<td>2 x LMF</td>
</tr>
<tr>
<td>LMRL</td>
<td>LMRR</td>
<td>LMRL</td>
</tr>
<tr>
<td>3 x LMF</td>
<td>2 x LMF</td>
<td>LMF</td>
</tr>
<tr>
<td>LMRR</td>
<td>LMRRL</td>
<td>LMF</td>
</tr>
<tr>
<td>2 x LMF</td>
<td>LMF</td>
<td>LMRL</td>
</tr>
<tr>
<td>LMF</td>
<td>LMRRL</td>
<td>LMF</td>
</tr>
<tr>
<td>LMF</td>
<td>LMRL</td>
<td>LMF</td>
</tr>
<tr>
<td>LMF</td>
<td>LMRRL</td>
<td>LMF</td>
</tr>
</tbody>
</table>

In our research, we used three basic movement operators: Large Motors Forward (LMF), Large Motors
Rotate Left (LMRL), and Large Motors Rotate Right (LMRR). These operators correspond to the basic low-level robot actions [18]. Three different GOMS methods used in our analysis of the simple movement problem are listed in Table 1.

**B. Informed search algorithms**

Directed search strategies use heuristic information while performing a search in order to determine which solution is more promising than the other. Heuristic information is problem dependant (domain specific information) and must be known in advance. Informed search algorithms are designed to solve a given task as fast and efficiently as possible. The heuristic function evaluates every possible action and returns an estimated cost of performing that action. In this way, the process of achieving the desired goal is accelerated. It provides a way to inform the search about the direction to a goal. Using heuristics reduces problem dimension from exponential to polynomial. However, there is no guarantee that goal will be found or that solution would be optimal [19, 20].

In this paper two types of ISA are used; Best-First Search (BFS), and A* search algorithm. BFS is one of the most popular heuristic-based algorithm [21] that represents the basis for the most developed ISA. The algorithm is used in the contest of path-searching problem that solves various combinatorial problems (path determination, planning, speech recognition, analysis and exploration of space, [22]). Key elements of the BFS algorithm are closed and open list. BFS pseudocode is shown in Fig.2.

A* search algorithm is one variant of the BFS algorithm that is broadened in a heuristic sense to make it more complete and optimal than the BSF. While searching the shortest path, in addition to the basic heuristic restrictions, a limit for the minimal cost is also included. Precisely, while searching for an optimal solution, A* search algorithm through each step inspects whether chosen path was the shortest one. This type of verification was optional in BFS, whereas in A* is obligated. Fig.3 shows A* search pseudocode. Implementation of A* search algorithm often requires adaptation to a particular problem due to the temporal and space complexity, memory management and various other factors [23].

**C. LEGO® MINDSTORMS® EV3**

With technology improvement, LEGO® company developed series of LEGO® MINDSTORMS® robots with possibilities to move, communicate and “think”. For the purpose of our research EV3 model was used. With the help of computer programming, EV3 can solve various tasks, such as systematic space exploration, recognition and bypassing obstacles, and others. Main components of EV3 are (Fig.4): EV3 Brick, EV3 Motors (Large and Medium Motor), Infrared Sensor, Remote Infrared Beacon, Touch Sensor, and Colour Sensor.

**D. EV3 virtual environment application**

A framework designed for solving simple movement problem of EV3 robot by using BFS and A* search algorithms, as well as the GOMS methods is called "EV3 virtual environment" application. The application was developed using integrated development environment
(Microsoft Visual Studio) and C# programming language. Fig.5 shows the main screen of the application consisting of four sections:

- “Virtual environment” section – place where user chooses environment dimensions and sets up the initial conditions of the movement problem.
- “GOMS” section - the place where a user can visually see the implementation of GOMS model. This section allows a user to create methods using three types of available operators (LMF, LMR, and LMRL) or to choose one of the two predefined algorithms of ISA. After defining all potential methods, a user can, depending on the chosen selections rule, find the optimal method among the possible ones.
- “EV3 connection” section - enables Bluetooth communication with the EV3 robot. Information about the method is sent through a sequence of operators (steps).
- “Results” section – displays the outputs of the analysis.

This environment serves as test-bed [24] for comparing different ISA and GOMS models. Although current (presented) version of the virtual environment includes only two different search algorithms (not counting GOMS models), additional algorithms can easily be implemented and used for comparison.

The performance of each method is analysed through three separate parameters: travelled distance, number of used operators and total execution time. Distance is calculated using Manhattan metrics [25] with Von Neumann neighbourhood [26]. In practice, that means that every cell in a maze has only four neighbouring cells (north, east, south, and west).

E. Simple movement problem

Every agent, simulated or physical, is situated inside some particular environment and interacts with that environment. Type and intensity of interaction depend on agent’s architecture and capabilities. Regardless, agent’s environment must always be taken in consideration, as it cannot be observed isolated from its environment. For the purpose of this paper, environment properties were defined based on properties defined by Russel and Norvig [27]. Proposed agent architecture is intended for fully observable (and consequently deterministic), static, sequential and discrete environments.

Identifying the environment in which the agent (robot) operates is important step in valid problem representation. To demonstrate natural movement we designed a situation shown in Fig.6 The simple pathfinding problem consists of the start position, randomly placed obstacles and the goal position. After setting the problem in the natural environment, we recreated the same problem inside the virtual environment. The objective of our task was to find the optimal method to reach the goal from the start position. The method was later sent to EV3 robot to execute the actions in the real world.

III. Setting the Movement Problem and the Results

In the EV3 virtual environment application, we set our movement problem illustrated in Fig.6 The application was designed in a way that user can either create his desirable methods using three defined operators (Fig.7) or simply by choosing two of the previously defined ISA. The user can test and save all the implemented methods.

We intentionally created three different GOMS methods listed in Table 1 to demonstrate their efficiency compared to the methods given by the ISA.

Therefore, two of the GOMS methods were designed specifically to recreate the same moving paths as they were given by the BFS and A* search algorithms, and the third one was intended to be the optimal one according to the expert or “super-user”. Fig.8 shows the virtual setup of our pathfinding problem with calculated solutions (paths) coming from 5 methods mentioned above.

The analysis is performed by comparing all of the saved methods. Two selections rules were implemented inside the application considering the cost of the natural movement:

1. Restriction to minimum number of used operators, and
2. Restriction to minimum execution time.
methods is calculated, and the solution of the optimal method is provided. Total execution time for ISA methods was calculated by adding the time which algorithms need to explore the given space to find its optimal solution and the time required to execute the sequence of operators. Operators that EV3 robot can use have already defined execution time, calculated by measuring the execution time of each action in the real world using the same robot construction; LMF – 1.2 s, LMRR and LMRL – 0.4 s. Total execution time of GOMS methods is determined in a similar way. Instead of time required to explore the space and find the solution, we created a simulation that assumes the presence of a “super-user” (an expert) who already possesses all the required knowledge and can “imagine” the solution (path) in front. In this way, “thinking” time is significantly shorter compared to the ISA exploration time. This approach belongs to the field of “Expert systems”, which are used for embedding the human expert’s domain knowledge within a particular system [28].

Analysis of all methods proposed to the GOMS model, in both cases of selections rules, i.e. comparing the number of used operators or total execution time, gives the GOMS method #1 as the optimal one (Fig.9).

Comparing the methods, GOMS method #1 uses only 16 operators, whereas GOMS method #3, as well as the A* method, used 20 operators to reach the final goal (Fig. 10). Shortest total execution time was achieved in the case of GOMS method #1 being 15.200 s, while BFS
method needed 18.031 s for reaching the goal (Fig. 11). As said before, GOMS method #2 and #3 were created to give same solutions (paths) as BFS and A* methods, respectively, which can be noticed in Fig. 8 and Fig. 10. GOMS method #2 and BFS methods required 19 steps, whereas GOMS method #3 and A* methods required 20 steps in total. It is interesting to notice that, even though the pairs of methods are almost identical (consisting of the same number of operators), total execution time was different. In both cases, GOMS methods resulted in somewhat shorter execution time (~0.03 s shorter, Fig. 11).

IV. DISCUSSION AND CONCLUSIONS

The aim of this paper was to analyse and solve the simple movement problem simulated by the LEGO® MINDSTORMS® EV3 robot. For that purpose, we used two different approaches; ISA and GOMS model. Moreover, we demonstrated the advantages of the GOMS model usage over ISA.

In our work, we created three different GOMS methods and two ISA methods consisting of three basic operators (LMF, LMRR, and LMRL). Depending on the selections rules that restrict total execution time and number of used operators to a minimum value, in both cases, the analysis gave GOMS method #1 as the optimal one since it requires the smallest number of used operators and the shortest execution time (Fig. 10 and Fig. 11). It can be noticed that the path (result) given by the A* method (Fig. 8c) has the same travelling distance as the GOMS method #1 (11 coordinate displacements). However, A* method includes four more unnecessary rotations increasing the number of used operators that adds up to the total execution time (4 x 0.4 s = 1.6 s, Fig. 10 and Fig. 11). Moreover, comparing created GOMS methods with the similar ISA methods (BFS and A* methods) GOMS methods resulted in somewhat shorter execution time. This is due to the assumption of the presence of an expert user with expert knowledge inside the GOMS methods who has all the information upfront and therefore requires less amount of time to calculate the solution. Nevertheless, for the purpose of our research we set up the movement problem in a simple way. For more complex situations, temporal gap between ISA methods and GOMS replications would probably increase.

Defining the selection rules is the crucial part of the GOMS model. In highly complex environmental situations which can include other types of obstacles rather than just some simple barriers it is vital to set the rules accurately to get the most efficient solution. We propose an artificial neural network to be imposed as a decision maker.

As opposed to the ISA methods GOMS model has an advantage that lies in the “super-user” hypothesis. However, this advantage can also be its disadvantage because the model itself cannot forecast all possible defects of the final user. In our case, EV3 robot was the final user with learning abilities and the application was the tool used to simulate and implement cognitive thinking of the expert user inside the robot. During the test demonstrations, EV3 robot had problems with physical rotation by a 90° that was a part of the two primary operators (LMRR and LMRL). There was no way for our application to predict this defect and therefore multiple repetitions of the experiment were necessary. Nevertheless, assuming that all perceptive, cognitive and motoric abilities function properly, GOMS model was proven to be adequate for the movement problem and also more efficient than ISA. In the end, it is better and faster to receive cognitive knowledge than learn it by yourself, especially in the situations with more complexity.

Application developed for the purpose of our research (EV3 virtual environment) can also be used for cognitive development in the sense of a fundamental logic and abstract thinking. Through the process of solving the wanted movement problem, a user can set-up virtual environment, create different methods, analyse and correct potential errors, and finally reach the desired goal.

For future work, there are several possibilities to extend the work presented in this paper. Our first intention is to implement additional search algorithms inside the virtual environment application. That would allow us to carry out a more detailed comparison between different approaches in pathfinding problems. Also, considering the problems with the physical robot, it is obvious that motor functions can be improved. Finally, our aim is to expand the research by testing the existing and future search algorithms on increased number of mazes, thus obtaining more accurate results.
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