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Abstract—Biometric authentication systems operating in real world environments using a single modality are found to be insecure and unreliable due to numerous limitations. Multimodal biometric systems have better accuracy and reliability due to the use of multiple biometric traits to authenticate a claimed identity or perform identification. In this paper a novel method for person identification using multimodal biometrics with hand geometry and palmprint biometric traits is proposed. The geometrical information embedded in the user hand and palmprint images are brought out through the graph representations. The topological characterization of the image moments, represented as the virtual nodes of the palmprint image graph is a novel feature of this work. The user hand and palmprint images are represented as weighted undirected graphs and spectral characteristics of the graphs are extracted as features vectors. The feature vectors of the hand geometry and palmprint are fused at feature level to obtain a graph spectral feature vector to represent the person. User identification is performed by using a multiclass support vector machine (SVM) classifier. The experimental results demonstrate, an appreciable performance giving identification rate of 99.19% for multimodal biometric after feature level fusion of hand geometry and palmprint modalities. The performance is investigated by conducting the experiments separately for handgeometry, palmprint and fused feature vectors for person identification. Experimental results show that the proposed multimodal system achieves better performance than the unimodal cues, and can be used in high security applications. Further comparison show that it is better than similar other multimodal techniques.

Index Terms—Hand geometry, Palmprint, Feature level fusion, Graph representation, Spectral graph properties, Hu moments, Support vector machine.

I. INTRODUCTION

Multimodal biometric systems are expected to be more reliable than unimodal biometric system due to the presence of multiple, (fairly) independent pieces of evidence [1]. The unimodal systems have to contend with a variety of problems such as, noise in sensed data, intra-class variations, inter-class similarities, non-universality, and possibilities of spoof attacks, especially as they rely on single source of information for authentication. Multimodal biometric systems address the problem of non-universality by covering sufficient population and also provide a better deterrent for spoof attacks. A multimodal system can operate in one of three different modes: serial mode, parallel mode, or hierarchical mode [2]. The integration in multimodal biometrics system can be performed at sensor, feature, score or decision level [3] to provide greater level of security. The sensor and feature levels of fusion are suitable to be carried out prior to matching, while score and decision levels of fusion can take place after matching. Fusion after matching is split up into four categories: dynamic classifier fusion, rank level fusion, score level fusion and decision level fusion. Whereas feature level fusion combines different feature vectors collected by either using multiple sensors or employing multiple feature extraction algorithms on the same sensor data. The biometric systems that integrate information at an early stage of processing are believed to be more effective than those systems which perform integration at a later stage [4]. Integration at a later stage leads to loss of information associated with each trait in every processing steps. Since the features contain richer information about the input biometric data, fusion at the feature level will provide better recognition results than fusion at other levels, due to loss of information associated with every subsequent step in the biometric system [5].
Graph theoretic techniques have been widely used in biometric applications mainly for biometric trait representation [6,7]. In graph-based representation, graphs are used to describe the topological structure of biometric pattern. The characteristics naturally associated with the graphs are known as graph spectra or spectral graph properties [8] and are not much explored in biometric systems, reported. The spectral graph properties of biometric images can be matched for user identification/verification.

In the proposed multimodal biometric system, features of hand geometry and palmprint biometrics traits are represented as spectral graph properties and integrated using feature level fusion. These traits have been selected because of their robustness and ease of capture. An individual’s hand-geometry does not significantly change after a certain age as the bone structure remains constant beyond a certain growth period. Palmprint characteristics remain unique and stable, further they can be easily acquired. The characteristics of palmprint that include geometrical features, line features, delta, minutiae points etc. are easily obtained and can be efficiently represented. In this work, a novel graph theoretic approach to multimodal biometric system using hand geometry and palmprint biometrics traits is presented. A virtual multimodal biometric(i.e. chimeric) database is constructed for 144 users by augmenting the peg-free hand images from GPDS150 hand database and palmprint images from PolyU palmprint database. Hence, the virtual multimodal biometric database contains 2880 images by selecting 10 peg-free right hand images and 10 right hand palmprint images from each user. The peg-free hand image and palmprint image of each user is represented as a separate weighted undirected graph.

The hand contour is traced to locate 12 nodes on hand image and is represented as weighted undirected complete connected graph. The geometrical information embedded in the hand image is explored using the graph characteristics. Further, in-order to represent the palmprint image as weighted undirected graph, the palmprint image is partitioned in to four sub-zones, covering the principal lines in each zone. The centroid value for each zone is computed and located as a node. Seven Hu invariant moments are computed from each sub-zone and represented as seven virtual nodes. A palmprint image is represented as weighted undirected graph using 11 nodes i.e. four centroids and seven virtual nodes representing Hu invariant moments. This topological characterization to the image moments representing the virtual nodes of the palmprint image graph is a novel feature of this work. The weighted adjacency matrix of a graph is formulated by calculating the euclidean distance between the centroids, and using Hu invariant moments to represent the other edge weights. The principal eigenvector features are extracted from weight adjacency matrix associated with both hand image and palmprint image graphs. The feature vectors extracted from hand and palmprint images are combined to construct the multimodal feature vector. Finally, spectral characteristics of the graphs are used to construct multiclass support vector machine classifier for person identification.

The experimental result show that, feature level fusion of spectral characteristics of hand and palmprint graphs achieves identification rate of 99.19% for 144 user's. Further, for the sake of comparison, experimentation for unimodal biometric systems are also conducted separately for graph representations of hand and palmprint traits. The identification rate achieved for unimodal biometric system, of hand geometry trait is 93.23% and for palmprint trait an identification rate of 98.34% is achieved. This shows fusion of graph spectral characteristics of hand and palmprint at the feature level will provide better recognition rate. The performance comparison of the proposed method with similar other methods brings out its robustness.

The rest of the paper is organized into four sections: section II reviews the developments in fusion strategies and multimodal biometric technology. The proposed model of multimodal biometric system using hand geometry and palmprint is described in section III. The experimental results and analysis are given in section IV. The section V concludes the work and lists the future directions.

II. REVIEW OF RELATED WORK

Researchers have examined various fusion rules in multimodal biometrics systems and have reported that the fusion increases accuracy. Feature level fusion is accomplished by concatenating two or more compatible feature sets. The multimodal biometrics systems developed by employing feature level fusion of multiple biometric traits provided promising results in the verification and identification process. The information embedded in the different biometric traits are extracted and combined in feature level fusion. The feature level fusion is employed in either concatenation (serial) or parallel mode [9]. A few state of the art approaches that have been proposed in the literature for multimodal biometrics with feature level fusion are summarized here. The Curvelet-PCA features from fingerprint, face and off-line signature traits are combined for person identification. For 40 users, genuine acceptance rate (GAR) of 97.15% is obtained using SVM classifier in [10]. Local statistical features from the DCT coefficients obtained from the pre-defined blocks of face, palmprint and palm vein modalities are fused and a GAR of 100% is achieved for 100 users [11]. Fingerprint and iris code are combined using fuzzy vault classifier and it is shown that uncorrelated features when combined gives best possible equal error rate (EER) [12]. Further, directional features from face and fingerprint modalities are extracted by utilizing Gabor filter bank with two scales and eight orientations and recognition accuracy up to 99.25% is achieved[13]. The fingerprint and palmprint image features are extracted using Modified Gabor filter and an accuracy of 80% is obtained using euclidean distance metric for 40 users[14]. Hand geometry is characterized with 23 features by measuring the length,
width and shape of the hand (solidity, eccentricity and extent). The palmprint is characterized with 144 DCT coefficients. The fusion of 75 most important characteristics is conducted [15]. The finger widths and lengths features of hand geometry and the Gabor features from palmprint are fused and an accuracy of 94.70% is obtained for 50 users using hamming distance metric[16]. The perimeter and chain code features of hand geometry are combined with the chain code features of palmprint and the user is recognized by means of dynamic time warping method[17]. Accelerated segment test (FAST) features of handgeometry and region properties of the palmprint are integrated in [18]. A new feature fusion method adopting the idea of canonical correlation analysis (CCA) is proposed in [19]. A summary of multimodal biometrics system developed by feature level fusion [10-18] are depicted in Table 1.

<table>
<thead>
<tr>
<th>Traits Used</th>
<th>Description of Features</th>
<th>Classifier</th>
<th>Accuracy and No. of Users</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fingerprint, Face and Off-line signature</td>
<td>Curvelet-PCA features</td>
<td>SVM</td>
<td>97.15% (40 Users)</td>
<td>Karki Maya et al., [10], 2013,</td>
</tr>
<tr>
<td>Face, Palmprint and Palm vein</td>
<td>Local statistical features from the DCT coefficient</td>
<td>Euclidean distance metric</td>
<td>100% (100 users)</td>
<td>Gupta Aditya et al., [11], 2014,</td>
</tr>
<tr>
<td>Fingerprint and Iris</td>
<td>Fingerprint Code and Iris Code</td>
<td>Fuzzy Vault</td>
<td>98.20% (160 users)</td>
<td>Nandakumar K. et al., [12], 2008,</td>
</tr>
<tr>
<td>Face and Fingerprint</td>
<td>Directional features</td>
<td>Hellinger &amp; Cannera distance metric</td>
<td>99.25% (40 Users)</td>
<td>Deshmukh A et al., [13], 2013,</td>
</tr>
<tr>
<td>Fingerprint and Palmprint</td>
<td>Modified Gabor features</td>
<td>Euclidean distance metric</td>
<td>80% (40 Users)</td>
<td>Mhaske et al., [14], 2013,</td>
</tr>
<tr>
<td>Handgeometry and Palmprint</td>
<td>Geometrical features of hand geometry and DCT coefficients from palmprint</td>
<td>Bayes, K- NN, SVM and ANN</td>
<td>98% (100 users)</td>
<td>Ajay Kumar et al., [15], 2006,</td>
</tr>
<tr>
<td>Handgeometry and Palmprint</td>
<td>Geometrical features of hand geometry and the Gabor features from palmprint</td>
<td>Hamming distance metric</td>
<td>94.70% (50 Users)</td>
<td>Han C., [16], 2004,</td>
</tr>
<tr>
<td>Handgeometry and Palmprint</td>
<td>Perimeter and chain code features from handgeometry and Chain code features of palmprint</td>
<td>Dynamic time warping method</td>
<td>89% (50 Users)</td>
<td>Dewi Yanti Litiana et al., [17], 2012,</td>
</tr>
<tr>
<td>Handgeometry and Palmprint</td>
<td>Accelerated segment test (FAST) features of handgeometry and Region properties of the palmprint</td>
<td>Distance Metrics</td>
<td>93.75% (67 Users)</td>
<td>Swapnali G. et al., [18], 2014,</td>
</tr>
</tbody>
</table>

In the literature several challenges are reported by researchers in developing unimodal biometrics systems. Some of the challenges are non-universality, noisy sensor data, large intra-user variations and susceptibility to spoof attacks, which reduce the accuracy of the system [20]. Multiple biometric features have been used to increase the performance of authentication systems. Hence, there is a scope to explore new methods to minimize the limitations of unimodal biometric system by combining the characteristics of different biometric modalities to provide better security and authentication and also to reduce the feature acquisition cost. Since, the hand-geometry and palmprint traits are robust and can be easily acquired using a single scanner; they are employed in the proposed multimodal biometric system. The description of the proposed methodology is given in the next section.

III. USER IDENTIFICATION SYSTEM USING FEATURE LEVEL FUSION OF HAND-GEOMETRY AND PALMPRINT TRAITS

The steps involved in proposed multimodal biometrics system using peg-free hand geometry and palmprint traits is shown in Fig. 1. The features are extracted independently from both the traits. The hand geometry features are extracted after performing image preprocessing, hand segmentation and graph representation of hand images. The palmprint images are passed through image preprocessing, zoning and Hu moment extraction and graph representation modules before feature extraction. The extracted features namely the spectral features of graph representation from hand geometry and palmprint images are fused together to construct the single multimodal biometric template. Finally, the identification is done with the help of multiclass support vector machine classifier.

In proposed methodology for user identification using multimodal biometrics system, the right hand image from GPDS150 hand database and right hand palmprint images from PolyU palmprint database are used to construct an artificial database. The hand images and palmprint images are preprocessed to remove the noise. The noise free gray scale hand and palmprint images are converted into binary image. Further, both the hand and palmprint images are segmented from the background of binary image to derive a single pixel wide contours using canny edge detection. By tracing the hand contour 12 nodes are located on hand image that form the nodes of a graph representation for hand geometry. The graph is represented as adjacency matrix, which is further processed to extract the eigen values/eigen vectors providing the spectral characteristics of the graph.

The palmprint contour is traced to establish the new coordinate values for locating the region of interest (ROI). Only the principal lines are extracted from the ROI of the
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Palmprint image using morphological operations. Further, the ROI containing the principal lines of the palmprint image is divided into four zones covering the principal lines in each zone. The seven Hu invariant moments are computed for every zone to indicate the characteristics of the major lines in zones. Further, the geometric centroid value of each zone and the euclidean distance between the centroids are computed. A palmprint image is represented as graph using 11 nodes i.e. four centroids and seven nodes virtually representing Hu invariant moments. The graphs is represented as an adjacency matrix and further processed to extract graph spectral properties. Finally, to generate a single multimodal biometric template with feature level fusion the spectral properties from the weight adjacency matrix representations of both the hand geometry graph and the palmprint graph are extracted and fused (i.e. concatenated) and stored in knowledgebase. The knowledgebase is used to train multiclass support vector machine classifier. Finally, the user is identified by using the SVM classifier which uses the fused multimodal feature vector. The detailed description of each module of the proposed multimodal biometrics system is presented in the following subsections.

Fig. 1. Steps involved in Multimodal biometrics using hand geometry and palmprint traits.

A. Database Description

Image acquisition and preparation is the first step in development of any biometrics system. The proposed multimodal biometrics system uses a virtual multimodal biometric (i.e. chimeric) database for performance testing. The virtual multimodal biometric database contains 2880 images, which is constructed for 144 users by selecting 10 peg-free right hand images and 10 right hand palmprint images from each user by augmenting the images from General Primary Data Sources(GPDS150) hand database [21] and Hong Kong Polytechnic University (PolyU) palmprint database [22] respectively. The hand images of GPDS150 hand database also contain the palm area, but the principal line information in the palmprint is not properly visible due to the low resolution and distortions produced by the contact surface. Hence, the palmprint images of PolyU palmprint database is combined with GPDS150 hand database to construct the virtual multimodal biometric (i.e. chimeric) database. The sample images of virtual multimodal hand and palmprint database are shown in Fig. 2. These images are preprocessed separately for further operations as explained in next subsection.

B. Image Preprocessing

The hand and palmprint images are preprocessed separately in order to prepare for feature extraction. The detailed description of each preprocessing step is presented in the following subsections.

Fig. 2. Sample Images of Virtual Multimodal Hand and Palmprint Database
1) **Hand Image Preprocessing**

Firstly the additive noise from hand image is removed using the wiener adaptive filter as it preserve edges and other high-frequency components. A binarized hand image is obtained from preprocessed gray level hand image using Otsu's auto-thresholding method [23]. A binary image produced by thresholding suffers from small gaps and isolated pixels. A morphological filter is employed to fill-in all small gaps to blacken the isolated white pixels and to reduce the blurring of edges. In order to derive a single pixel wide contour from the processed binary image, canny edge detection technique is used, which localizes pixel intensity transitions. Since the portion above the wrist is required for the hand geometry analysis, the tip of the middle finger and wrist are identified from the hand contour to segment and normalize the portion above the wrist. Further, the normalized hand images were scaled down four times for better performance in terms of speed. The resulting hand images after preprocessing steps are shown in Fig. 3.

![Fig. 3. (a) Preprocessed hand image (b) Binarized hand image (c) Normalized hand image](image)

2) **Palmprint Image Preprocessing and Zoning**

In order to extract principal line features from the palmprint images, they are preprocessed. The steps involved in preprocessing are additive noise removal from palmprint image, binarization, contour extraction, key point detection and establishing the new coordinate values for locating the area of region of interest (ROI). The preprocessing steps employed for hand image i.e. additive noise removal, binarization and contour extraction, are also carried for palmprint image. Further, a new coordinate system is setup to align palmprint images and to segment a ROI of palmprint image with a size of 128 x 128 pixel resolution, for feature extraction. Two key points are located to establish the coordinate values by tracing the contour image using eight-connected component technique. The key point K1 with coordinate values x1 and y1 is located between index finger and middle finger. Similarly, the key point K2 with coordinate values x2 and y2 is located between little finger and ring finger. Further, the midpoint is computed using the average of pixel locations of key points K1 and K2. The midpoint is used to establish the coordinate values for locating the central part of the palmprint i.e. area of region of interest (ROI) and to extract the reliable features. Further, the area of region of interest (ROI) of the palmprint image is cropped with size of 128 x 128 pixel resolution. The resulting images are as shown in Fig. 4.

![Fig. 4. (a) Binary Palm Image (b) Locating ROI (c) Cropped palmprint image](image)

The principal lines are extracted from the ROI image using morphological operations. The most basic morphological operations are dilation and erosion. Mathematically, dilation and erosion are defined in terms of set operations [24].

The orientations of the principal lines are mainly distributed in four direction i.e. 0, 45, 90, 135 degrees. Hence, the bottom-hat operation is applied in these directions separately on preprocessed palmprint image. The resulting line images obtained from the bottom-hat operation are combined to extract the principal lines. The principal lines extracted from the ROI palmprint image is shown in Fig. 5(a). Further, to segment the ROI containing the principal line image, ten landmark points are located as shown in Fig. 5(b) and is divided into four zones as shown in Fig. 5(c).

![Fig. 5. (a) Principal line extraction from ROI (b) Landmarks for segmenting the zones (c) Zoning](image)

C. **Graph Representation and Feature Extraction**

The function of next module of the proposed system is graph representation of the hand and palmprint image and further feature extraction. The detailed description is presented in the following subsections.

The following algorithm 1, describes the location of points and the zoning of palmprint images;
Algorithm 1. Zoning:

\textbf{input}: Palmprint ROI image

\textbf{output}: Four zones containing the principal lines

\textbf{begin}

\textbf{Step 1.} In the ROI image containing the principal lines, locate the points P1, P2, P5 and P10 at the four corners, i.e. point P1 at the origin (i.e. x = first column, y = first row), point P2 (i.e. x = first column, y = last row), point P5 (i.e. x = last column, y = first row) and point P10 (i.e. x = last column, y = last row).

\textbf{Step 2.} Trace horizontally from the point P1 towards right till pixel with value ‘1’ is encountered (i.e. starting of the head line) locate the point P3.

\textbf{Step 3.} From the point P3 trace vertically towards downward-direction till the last row to locate point P4.

\textbf{Step 4.} Segment the area covered between the points P1, P2, P4 and P3 of the ROI image to represent zone 1 (Z1).

\textbf{Step 5.} From the point P4 trace horizontally towards right till pixel with value ‘1’ is encountered (i.e. end of the heart line) locate the point P5.

\textbf{Step 6.} From the point P5 trace vertically towards upward-direction till the first row to locate point P6.

\textbf{Step 7.} Segment the area covered between the points P3, P4, P5 and P6 of the ROI image to represent zone 2 (Z2).

\textbf{Step 8.} Locate the point P8 by computing the midpoint value of points P5 and P6.

\textbf{Step 9.} Trace horizontally from the point P8 towards right till the last column to locate the point P9.

\textbf{Step 10.} Segment the area covered between the points P6, P7, P9 and P8 of the ROI image to represent zone 3 (Z3).

\textbf{Step 11.} Segment the area covered between the points P5, P8, P9 and P10 of the ROI image to represent zone 4 (Z4).

\textbf{end}

Note: Refer to Fig. 5(b).

1) Graph Representation of Hand Image

The hand image is represented as a weighted undirected complete connected graph by locating twelve landmarks points (nodes) by tracing the hand contour using eight-connected component technique. Firstly the five fingertip nodes (i.e. P3, P5, P7, P9 and P11) and four valley point nodes (i.e. P4, P6, P8, P10) between adjacent fingers are located by tracing the hand contour. Further two reference nodes (P1, P12) are located above the wrist. Where nodes P1 and P12 are the bottom left and bottom right points of the palm respectively. Node P12 is located by tracing vertically towards downward-direction from node P10 till pixel with value ‘1’ lies in the same column i.e. width of the thumb finger. Further, node P1 is located by searching the pixel value ‘1’ towards left from the nodes P12. Similarly the node P2 is located by searching the pixel value ‘1’ towards left from the node P10. The twelve nodes (vertices) located on the hand contour image is shown in Fig. 6(a). After locating the ‘N’ (twelve) landmark nodes on the hand contour, every node is connected with all other (N-1) nodes of the hand image as shown in Fig. 6(b) and weights are assigned to each of the N/2*(N-1) edges by measuring their euclidean distance, in the image.

Let the weighted undirected complete graph representation of the hand image be described with G = (V, E) as shown in Fig. 6(c), where V = (P1, P2, .., PN) denotes set of vertices of a graph and E denotes its set of edges which are N/2*(N-1) in number. Each edge is assigned a distance value d: V × V → R satisfying d (Pi, Pj) = d (Pj, Pi) and d (Pi, Pj) ≥ 0. Where ‘d’ is the straight-line distance between any pair of nodes, calculated using the euclidean distance.

\[ d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \] (1)

where (xi, yi) and (xj, yj) are spatial coordinates of two nodes Pi and Pj of the complete connected graph representation of the hand image [25]. The representations of palmprint image graph is explained in the following subsection.

2) Graph Representation of Palmprint Image

To represent the palmprint image as a weighted undirected graph it is required to compute the seven Hu invariant moments and centroids of each of the four zones. The four centroids and seven Hu moments are represented as nodes of a graph G = (V, E), Where V = (V1, V2, .., V11) is a set of eleven vertices of a graph. Firstly the four centroid points corresponding to zone 1, zone 2, zone 3 and zone 4 (i.e. V1, V2, V3 and V4) are located further seven virtual nodes (i.e. V5, V6, V7, V8, V9, V10 and V11) are used to represent the seven absolute Hu moments.

Further the edges E = (E1, E2, .. E32) are constructed as follows: an edge from node V1 to node V2, an edge from node V2 to node V3, an edge from node V2 to node V4, an edge from node V3 to node V4.

\[ \text{Fig.7. Graph representation of the palmprint image} \]

Seven other edges are constructed from every centroid node (i.e. V1, V2, V3 and V4) to the remaining seven virtual nodes (i.e. V5, V6, V7, V8, V9, V10 and V11). Hence totally thirty two edges are constructed. Each edge
is assigned a weight value $d: V \times V \rightarrow R$ satisfying $d(V_i, V_j) = d(V_j, V_i)$ and $d(V_i, V_i) \geq 0$. The weights are assigned to the edges $(V_1, V_2)$, $(V_2, V_3)$, $(V_2, V_4)$ and $(V_3, V_4)$ by measuring euclidean distance between the centroid nodes. The seven absolute Hu moments computed for each zone of the image represent the edge weights of the edges from the centroids of the corresponding zone to the virtual node representing the moment. The eleven nodes (vertices) used for representing the palmprint image are shown in Fig. 7. Moment invariants have been extensively applied to image pattern recognition, image registration and image reconstruction. Hu derived six absolute orthogonal invariants and one skew orthogonal invariant based upon algebraic invariants, which are independent of position, size and orientation [26]. The central moment relationships $u \in P$ to the level three are used for computations of Hu invariant moments. The scale invariance is obtained by normalization [27].

The normalized central moments are computed using 

$$n_{pq} = \frac{u_{pq}}{u_{00}} \quad \text{Where} \quad r = \frac{p + q}{2} + 1 \quad (2)$$

The seven moment invariants have the useful property of being unchanged under image scaling, translation and rotation and are given in “(3)”.

$$\begin{align*}
\phi_1 &= n_{20} + n_{02} \\
\phi_2 &= (n_{20} + n_{02})^2 + 4n_{11} \\
\phi_3 &= (n_{30} - 3n_{12})^2 + (3n_{21} - n_{03})^2 \\
\phi_4 &= (n_{30} + n_{12})^2 + (n_{21} + n_{03})^2 \\
\phi_5 &= (n_{30} - 3n_{12})\{n_{30} + n_{12}\} - (3n_{21} - n_{03})\{n_{21} + n_{03}\} \\
\phi_6 &= (n_{20} - n_{02})\{n_{30} + n_{12}\} - (n_{21} + n_{03})^2 \\
\phi_7 &= (n_{30} - 3n_{12})\{n_{30} + n_{12}\} - (3n_{21} - n_{03})\{n_{21} + n_{03}\}
\end{align*}$$

These moment invariants are computed for all the zones of the image. In this work the moment invariants are used as edge weights of the edges from the centroids of the corresponding zone to the virtual node representing the moment. This novel representation gives a topological characterization to the image moments. Further these characteristics are abstracted through the spectral properties of the graph representation giving a more abstract representation of the features. The feature extraction from the graph representation of hand and palmprint to construct the multimodal feature vector is described in the following sub-section.

3) Feature Extraction from Graph Representation of Hand and Palmprint Image

In the proposed work, the multimodal biometric feature vector is formed by concatenating the spectral properties extracted from the undirected graph representation of both hand and palmprint images. In order to calculate the spectral properties (eigenvalues and eigenvectors), the weighted adjacency matrix representation of the undirected graph is used.

Let $S$ and $T$ be the weight adjacency matrices, representing the weight of the edges between pairs of the vertices of a hand image graph and palmprint image graph respectively. The adjacency matrix is nonnegative, symmetric and irreducible for undirected graphs. In general terms this can be written as

$$S(P_i, P_j) = \begin{cases} 
\text{dij} & (i, j) \in E, 1 \leq i \leq N, 1 \leq j \leq N \\
0 & \text{Otherwise}
\end{cases}$$

$$T(P_i, P_j) = \begin{cases} 
\text{dij} & (i, j) \in E, 1 \leq i \leq N, 1 \leq j \leq N \\
0 & \text{Otherwise}
\end{cases}$$

Where $N$ is the number of nodes in respective graph. The spectral properties of the weight adjacency matrix will provide useful and complete information about the structure of the graph. In geometric terms the relationship between weighted adjacency matrices $S$, $T$ and spectral properties is given by

$$(S - \lambda_1 I)u_1 = 0 \quad \text{and} \quad (T - \lambda_2 I)u_2 = 0 \quad (5)$$

where $u_1$ and $u_2$ are the column vectors and $\lambda_1$ and $\lambda_2$ (lambda) are scalars. For non-zero vectors $u_1$ and $u_2$ the scalars $\lambda_1$ and $\lambda_2$ are called eigenvalues of the graph's weighted adjacency matrices $S$ and $T$ respectively, the vectors $u_1$ and $u_2$ are called eigenvectors corresponding to $\lambda_1$ and $\lambda_2$. Each eigenvector is associated with a specific eigenvalue. One eigenvalue can be associated with several number of eigenvectors. Among the eigenvalues of the weighted adjacency matrices, the largest eigenvalues and the smallest eigenvalues (i.e. spectral radius) are referred to as the principal eigenvectors. The feature vector for each hand image $F_{HG}$ of size 24 X 1 is constructed by selecting two principal eigenvectors (i.e. $EV_{HG1}$ and $EV_{HG2}$) of the weighted adjacency matrix $S$. The eigenvector $EV_{HG1}$ is associated with the largest eigenvalue and is the eigenvector $EV_{HG2}$ is associated with smallest eigenvalue:

$$F_{HG} = [EV_{HG1}, EV_{HG2}] \quad (6)$$

Similarly the feature vector for each palmprint image $FPP$ of size 22 X 1 is constructed by selecting two principal eigenvectors (i.e. $EV_{PP1}$ and $EV_{PP2}$) of the weight adjacency matrix $T$. The eigenvector $EV_{PP1}$ is associated with largest eigenvalue and the eigenvector $EV_{PP2}$ is associated with smallest eigenvalue:
In order to enhance the performance of the biometric system, the feature vectors extracted from each biometric trait are fused (i.e. concatenated) together to produce a single multimodal biometric template. The feature vectors are linear, as the feature vectors extracted from both the traits are compatible, normalization of the multimodal biometric template is not required. Hence the multimodal biometric template with feature level fusion is represented as

$$F_{MB} = \{ F_{HG}, F_{PP} \}$$  \hspace{1cm} (8)

The feature level fusion is expected to be the best type of fusion as the feature vectors constitute the richest source of information [25]. The knowledge base is constructed using the templates of 144 users.

In the proposed work, the multiclass support vector machine classifier is used for user identification. The support vector machine (SVM) is a statistical learning method based on a structural risk minimization principle and works by minimizing the Vapnik Chervonenkis (VC) dimensions [26]. Support vector machine (SVM) is a supervised statistical learning method that analyzes data and recognizes patterns and is used for classification and regression analysis. A classification task usually involves training and testing data which consists of some data instances. Each instance in the training set contains one “target value” (class labels) and several “attributes” (features). The performance of SVM largely depends on the kernel (i.e. discriminant) function. The different kernels functions used in SVM classifier are linear, polynomial, Gaussian radial basis function (RBF) and sigmoid (hyperbolic tangent). In this work Gaussian radial basis function (RBF) kernel is employed as it selects smooth solutions and is given by “9,”

$$K(x_i, x_j) = \exp\left(-\frac{||x_i - x_j||^2}{2\sigma^2}\right)$$ \hspace{1cm} (9)

A SVM classifier can predict or classify input data belonging to two distinct classes by finding a hyper plane of a maximum margin between them. However, SVMs can be used as multiclass classifiers by treating a K-class classification problem as K two-class problems which is known as one-against-all classification.

The identification is one-to-many matching, and is ‘closed-set’ if the user is assumed to exist in the database. In ‘closed-set’ identification, the SVM classifies the individual by producing the output as +1 if the user sample is belongs to the class xj; otherwise the output is -1 which is obtained using “(10)”:

$$\delta_j = \sum_{i=1}^{M} \alpha_i y_i K(x_i, x_j) + b$$ \hspace{1cm} (10)

where N is the number of training samples i.e. N=864 (6 x 144) feature vectors, yi is the class label i.e. \(1 \leq yi \leq 144\), \(\alpha_i\) is the Lagrangian multiplier, the elements xi for which \(\alpha_i > 0\) are the support vectors, ‘b’ is bias and \(K(x_i, x_j)\) is the kernel function. The experimentation using the techniques described in this paper, for user identification using feature level fusion of hand geometry and palmprint is described in the following section.

IV. EXPERIMENTATION

The experimentation is carried out for analyzing the performance of the proposed multimodal biometric system with feature level fusion of hand geometry and palmprint traits. The system performance is evaluated with virtual multimodal biometric database, constructed for 144 users by augmenting the images of GPDS150 hand database and PolyU palmprint database. As discussed in section 3, for each user multimodal feature vector of size 46X1 is constructed by concatenating the graph spectral features (i.e. two principal eigenvectors) extracted from hand geometry i.e. 24X1 values and palmprint i.e. 22X1 values. For every user six feature vectors are used to train multiclass SVM. The remaining images of the virtual multimodal biometric database are employed for testing. Hence, for 144 users the knowledge base with 864 feature vectors is constructed and used for training the RBF kernel based multiclass support vector machine.

During identification, the multimodal feature vector of a user is generated and is identified using trained multiclass support vector machine. The experimentation is conducted for different set of users viz. 50, 100 and 144 users to test the robustness of the proposed multimodal biometric system by using multiclass SVM classifier. In order to analyze the performance, the proposed multimodal biometric system is compared with unimodal biometric systems with hand geometry and palmprint traits only. The system performance is tabulated in Table 2.

The identification rate of 93.23% for hand geometry, 98.34% for palmprint and 99.19% for multimodal biometric after feature level fusion of hand geometry and palmprint modalities are achieved for 144 users at the rank, k=1.

<table>
<thead>
<tr>
<th>Number of Users</th>
<th>Modality</th>
<th>GAR in %</th>
<th>FAR in %</th>
<th>FRR in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>Hand Geometry</td>
<td>96.50</td>
<td>1.50</td>
<td>3.50</td>
</tr>
<tr>
<td></td>
<td>Palmprint</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>100</td>
<td>Hand Geometry</td>
<td>94.25</td>
<td>1.50</td>
<td>5.75</td>
</tr>
<tr>
<td></td>
<td>Palmprint</td>
<td>99.00</td>
<td>0.50</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
<td>99.46</td>
<td>0.30</td>
<td>0.54</td>
</tr>
<tr>
<td>144</td>
<td>Hand Geometry</td>
<td>93.23</td>
<td>0.68</td>
<td>6.76</td>
</tr>
<tr>
<td></td>
<td>Palmprint</td>
<td>98.34</td>
<td>0.37</td>
<td>1.66</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
<td>99.19</td>
<td>0.17</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 2. Recognition Performance
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The results show the robustness of the proposed methodology using multimodal biometric traits. But as the number of users are increased the performance degrades as shown in Table 2.

![Cumulative Match Characteristics Curve](image)

**Fig. 8.** Cumulative Match Characteristics Curve (a) Handgeometry Biometric trait (b) Palmprint Biometric trait (c) Proposed multimodal biometric system (d) Comparison of handgeometry, palmprint and multimodal biometric system for 144 users

<table>
<thead>
<tr>
<th>Authors</th>
<th>Size of the Database</th>
<th>Number and Description of Features</th>
<th>Classification</th>
<th>CRR%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ajay Kumar et al., [30], 2004.</td>
<td>100 users (1000 Images)</td>
<td>16 hand geometry features and palmprint line features</td>
<td>Normalized correlation</td>
<td>98.30%</td>
</tr>
<tr>
<td>Han C., [16], 2004.</td>
<td>50 Users (1500 Images)</td>
<td>Finger widths and lengths features of hand geometry and the Gabor features from palmprint</td>
<td>Positive Boolean function (PBF)</td>
<td>94.70%</td>
</tr>
<tr>
<td>Ajay Kumar et al., [15], 2006.</td>
<td>100 users (1000 Images)</td>
<td>23 features of handgeometry, Out of 144 DCT coefficients from palmprint, 75 most important characteristics are selected.</td>
<td>Bayes, K-NN, SVM and ANN</td>
<td>98.00% (SVM)</td>
</tr>
<tr>
<td>Dewi Yanti Liliana et al., [17], 2012</td>
<td>50 Users (200 Images)</td>
<td>Perimeter and chain code features from hand geometry, chain code features of palmprint</td>
<td>Dynamic time warping method</td>
<td>89.00%</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>144 Users (1440 Images)</td>
<td>24 Spectral Properties of hand image graph and 22 Spectral Properties of palmprint image graph</td>
<td>SVM</td>
<td>99.19%</td>
</tr>
</tbody>
</table>

The identification performance with cumulative match characteristics (CMC) curve for different set of users (i.e. 50, 100 and 144 users) for handgeometry, palmprint and feature level fusion of handgeometry and palmprint are depicted pictorially in Fig. 8. The proposed multimodal biometric system with feature level fusion of hand geometry and palmprint traits is compared with the previously reported similar works. The comparison between the previous works and the proposed method is depicted in Table 3.
The performance of the proposed multimodal biometric system with feature level fusion of hand geometry and palmprint traits is compared with the four previously reported similar works as shown in Table III. In previous works [13-15,27] the number of features extracted are more compared to the proposed method. The geometrical features [13,14,27] and chain code features[15] are extracted from the handgeometry trait. whereas DCT feature [13], Gabor feature [14], chain code feature [15] and line feature [27] are extracted from the palmprint trait.

In the proposed work experimentation is conducted on larger size of the database i.e. 144 users compared to other works i.e. 50 users in [14,15] and 100 users in [13,27]. The correct identification rate of 99.19% with 46 number of features for the proposed multimodal biometrics system is achieved with multi-class SVM classifier.

Irrespective of database the result shows that, the proposed methodology for user identification using multimodal biometric with feature level fusion of hand geometry and palmprint performs better than the previously reported multimodal biometric system with handgeometry and palmprint traits.

V. CONCLUSION

In this paper, a novel graph theoretic approach to multimodal biometric system using feature level fusion of hand geometry and palmprint traits is presented. The geometrical information embedded in the user hand and palmprint images are extracted through the graph representations. The hand image and palmprint images are separately represented as weighted undirected graphs. The topological characterization of the image moments by representing them, as the virtual nodes of the palmprint image graph is a novel feature of this work.

The spectral properties (i.e. principal eigenvector features) of the weighted adjacency matrix of hand image and palmprint image graphs are extracted and used as feature vector. The feature level fusion is employed to generate single multimodal biometric template by fusing (i.e. concatenating) feature vectors extracted from hand geometry and palmprint biometric traits. The spectral characteristics of the graphs are employed for user identification using multiclass support vector machine. The correct identification rate of 99.19% for multimodal biometric with feature level fusion of hand geometry and palmprint is achieved and is shown to be better than similar reported works. This technique can be further optimized by reducing the number of edges of hand image and palmprint graphs using spanning sub-graph representation. Also the method can be subjected to further testing using other hand databases.
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