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Abstract—Cloud users usually have different preferences over their applications that outsource to the cloud, based on the financial profit of each application's execution. Moreover, various types of virtual machines are offered by a cloud service provider with distinct characteristics, such as rental prices, availability levels, each with a different probability of occurrence and a penalty, which is paid to the user in case the virtual machine is not available. Therefore, the problem of application scheduling in cloud computing environments, considering the risk of financial loss of application-to-VM assignment becomes a challenging issue. In this paper, we propose a risk-aware scheduling model, using risk analysis to allocate the applications to the virtual machines, so that the expected total pay-off of an application is maximized, by taking into account of the priority of applications. A running example is used through the paper to better illustrate the model and its application to improve the efficiency of resource assignment in cloud computing scenarios.
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I. INTRODUCTION

Cloud computing [1] is a potent Internet-based service, which offers a new technique to provide huge amount of shared resources offered by several cloud service providers (CSPs). There are two main advantages for adopting a cloud solution [2], which have been discussed in the literature. First, the end user does not need to be involved in the configuration and maintenance of cloud services provided by the CSP. Second, thanks to “pay-as-you-go” pricing model, the end-user only pays for the resources that requests and uses. Therefore, she can evade unnecessary costs [3], specially the high initial cost of setting up the application deployment environment. Additionally, there are other advantages of cloud computing discussed in the literature [4]-[6], like high elasticity and availability, reliability, multi-tenancy, on demand self-service, broad network access, etc.

Therefore, an increasing number of users tend to outsource their existing applications to the cloud environments in order to benefit from their significant features. However, application scheduling, that is, assign the available resources on a cloud environment to an application, has become a prominent problem in cloud scenarios because it directly affects the application's performance. In worse cases, poor application scheduling will result in the violation of quality of service (QoS) or even application failure.

Also, the CSPs provide several types of VMs to the users, in order to run their applications on the cloud, considering their heterogeneous requirements. For example, Amazon Elastic Compute Cloud (Amazon EC2) [7], is a web service that provides different types of VMs to the users. Each type of VM, which is offered by Amazon EC2, has different characteristics in terms of hourly rental price, available resource dimensions, such as CPU, RAM, disk space, network capacity, etc., to offer more flexibility for choosing appropriate type of VM(s) to be assigned to the user's applications, considering various requirements of each application. Furthermore, nowadays, the modern CSPs provide different levels of availability for the VMs, each with a service credit, in order to improve the management of service level agreements (SLA). Service credit is a percentage of (monthly in case of Amazon EC2) rental charge of a VM, which is paid to the user as a penalty, if the VM is not available. For example, currently, Amazon EC2 considers monthly uptime percentage $MUP$ of a VM to define its availability levels. Table presents different $MUP$ levels, as well as their related service credits [8] for the VMs, provided by Amazon EC2. For instance, if $MUP<99.0$, thirty percent of total monthly charge for renting the VM is paid to the user as a penalty and so on.

The cloud users usually have sensitive applications, so that, assigning them to the VMs inappropriately without considering the expected pay-off of each application's execution, could lead to huge financial loss of the user and decreasing her satisfaction by the offered cloud service significantly. As a result, the problem of assigning a set of applications with different financial execution profit, to a set of VMs, each with a rental price and several availability levels where each availability level is associated with a distinct probability of occurrence and a service credit, so that, the expected pay-off for each application is maximized, considering the priority of applications, becomes a challenging issue.

A naive approach to choose the most suitable VM for each application would consist in assigning an application with higher priority from the user’s view to a cheaper VM. However, such an approach would risk to ignore the several availability levels of VMs, each with a probability of occurrence and different service credit. To address this
issue, in this paper, we propose a risk-aware application scheduling model aimed at decreasing the financial risk of application-to-VM assignment, considering the priority of applications defined by the user. To this purpose, our solution first produces, for each VM, a penalty which is paid to the user in case of SLA violation; Then it calculates the expected benefit of each application if it is assigned to each VM in $V$, considering the priority of applications; finally, it calculates the expected pay-off of each application, adopting a risk analysis technique (expected monetary value [9]), if it is assigned to each VM. Finally, we assign each application to a VM that the application has the highest expected pay-off with.

Table 1. An example for different levels for MUP and their service credits

<table>
<thead>
<tr>
<th>MUP level</th>
<th>Service Credit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 99.95% but equal to or greater than 99.0%</td>
<td>10%</td>
</tr>
<tr>
<td>Less than 99.0%</td>
<td>30%</td>
</tr>
</tbody>
</table>

The rest of this paper is as follows. Section II provides some related works that have been reported in this field. Section III briefly discusses about the research background of this paper, including cloud computing, virtualization technology, resource allocation in cloud environments, and risk analysis. Section IV presents our problem. Section V illustrates our solution. Finally, Section IV concludes the paper and discusses about future work.

II. RELATED WORKS

Previous works related to our proposal devoted to the assignment of a set of applications or tasks to a set of available VMs in a cloud domain, e.g., [10]–[16], that discuss how to assign applications or tasks, considering their different requirements as well as the characteristics of VMs. Most of these approaches fall short of considering the priority of applications, defined by the user. For example, the authors in [14] provide a scheduling strategy, considering multiple SLA parameters, for deploying applications in cloud environments, in order to optimize the performance of applications as well as reducing the possibilities of SLA violations. However, the authors did not consider the priority of applications, defined by the user in their scheduling approach. In addition, [16] offers a SLA-based resource provisioning solution in order to maximize the resource utilization and the profit of provider. The authors define multiple penalty types including a fixed penalty, a proportional penalty, and a delay-dependent penalty in SLA. A penalty will incur if the number of SLA violations exceeds a predefined threshold. We see that their solution shares with us the view of considering priority in SLA for assigning the applications to the VMs. However, contrary to our approach presented in this paper, an application with lower penalty rates has more priority from the CSP’s view to be assigned to a VM. Therefore, again here, the priority of applications is not based on the user’s preferences. Moreover, few researches, e.g., [17], [18], have addressed the issues of application or task scheduling in cloud computing scenarios, while a user has different preferences over her applications or tasks. For instance, the authors in [17] propose an algorithm for dynamic allocation of VMs to a set of prioritized tasks based on multiple SLA parameters, such as memory, network bandwidth, and requested CPU time by applying a preemption mechanism for executing tasks with higher priority. While our proposal and [17] share the idea of applying the priority of applications or tasks to schedule them, [17] does not take into account rental price and different availability levels of VMs, each with a probability of occurrence, and a service credit to schedule the tasks, which is one of the main contributions of this paper. Our approach strives to optimize the application scheduling in cloud computing scenarios by maximizing the expected total pay-off of each application-to-VM assignment, considering the priority of applications, which is according to the financial execution profit of each application.

III. RESEARCH BACKGROUND

This section briefly discusses some fundamental concepts of cloud computing and virtualization. Also, it describes the issues of resource allocation in cloud environments and the concept of expected monetary value (EMV) in quantitative risk analysis.

A. Cloud Computing

Cloud computing has become one of the most hottest and controversial topics in academic and industrial environments. It relies [19] on the practice of moving computing to the Internet. Intuitively, cloud users [20] outsource their data and applications to the cloud and access them remotely in a simple and pervasive way. In cloud computing environments, everything is offered as a service, that is, SaaS, e.g., SaaS (Software as a Service), PaaS (Platform as a Service), and IaaS (Infrastructure as a Service), which are three main service delivery models defined in cloud scenarios. They form a layered system structure for cloud computing, as presented in Fig.1. The most bottom layer (IaaS), which mostly is used by IT and network architects, is composed of physical and virtualized computing, storage, network resources, etc. The examples of IaaS providers are Amazon EC2, VMware [21], etc. The middle layer (PaaS), which is mostly used by application developers and testers, refers to offering platform layer resources, such as operating system support, software development frameworks, etc. The examples of PaaS providers include Google App Engine [22], Amazon SimpleDB [23], etc. The top layer (SaaS), which is used mostly by end-users, provides several types of on-demand cloud-based applications over the Internet. The examples of SaaS providers are Salesforce.com [24], Rackspace [25], etc.
In cloud computing scenarios, since the demands of cloud user vary significantly during time, it is not possible to meet all of her requirements by the service(s) [26], which are provided by the CSPs. Also, it is essential that cloud users have guarantees from the CSPs [27], on service delivery. Therefore, in order to consider these challenges and requirements, a contract which is called service level agreement (SLA) is signed between a cloud user and a CSP, through a negotiation process. Two main aspects must be considered in a SLA: 1) quality of service (QoS) [28] requirements, that is, the measurable ability of a CSP to offer network and computation services, such that, the user’s expectations from the offered service(s) are fulfilled, such as bandwidth availability, response time, CPU utilization, etc., 2) penalties, if QoS requirements are not met [29] by a provider. For example, as we discussed already in Section 0, Amazon EC2, provides QoS guarantees in multiple availability levels, with respect to the monthly uptime percentage (MUP) of a VM. Also, it describes penalties in terms of service credits, which is a percentage of monthly rental charge of a VM.

B. Virtualization

Virtualization technology [30][31] is one of the most important key features of cloud computing, which refers to presenting the illusion of running many smaller VMs on a physical machine, each hosting a separate operating system instance. Simply put, each physical machine can run multiple VMs and each VM can be used by a different user, which is considered as one of the most crucial benefits of virtualization. Moreover, it is possible to utilize and assign different partitions of resources on the same physical machine to a VM. Also, since the resource requirements of a user change quickly due to the mobility of users, reallocation of resources is easier using virtualization [32] because virtual devices are software-based and offer a uniform interface through standard abstractions. In addition, leveraging virtualization technology, it is possible to encapsulate workloads and transfer them to idle or unused systems, which causes avoiding or delaying purchasing additional servers by consolidating existing systems. Fig.2, depicts a high level presentation of virtualization concept.

As can be seen, each VM uses an operating system, that is, the guest OS, which could be different from another VM on the same physical machine. Also, the virtual machine monitor (VMM) is a software layer, which mediates the interactions between a VM and the monitored host that the VM is running on. In other words, VMM masks [33] the complexities of physical machine from the guest execution environment.

C. Resource Allocation In Cloud Environments

Thanks to significant features of virtualization technology, which was partially discussed in Section 0, the cloud users are able to run several applications, each with different characteristics and requirements on a set of VMs. However, application or task scheduling in a virtualized dynamic environment like cloud is not an easy task. In fact, due to the presence of heterogeneous types of resources in a cloud infrastructure as well as different tasks or applications, with various characteristics and requirements, the allocation of resources to tasks or applications in cloud computing environments is considered as a NP-hard [34][35] (non-deterministic polynomial-time hard) problem. Therefore, it is so difficult to find an optimal solution in a polynomial time. The issue of resource allocation in cloud environments have been discussed in the literature, considering its several aspects such as security [36], resource consumption efficiency [15][37], etc. but the majority of previous studies have the limitation of not taking into account of the financial profit of a cloud user by running her tasks or applications on a cloud environment. A cloud user expects to maximize her financial profit, while migrating her applications to a cloud environment. Also, she usually has different preferences over her applications, according to the financial execution profit of each application, that is, an application with higher financial execution profit has higher priority from her view. The scenario gets more complex when in a virtualized data center, different VMs with various rental prices are provided by a CSP, with different availability levels, each with a probability of occurrence and a service credit. As a result, in such context, with high level of uncertainty, the application-to-VM assignment becomes a challenging issue.
In this work, we resolve this issue by using risk analysis techniques. In the next section, in order to be clearer, we will present some basic concepts in quantitative risk analysis, which is one of the main techniques to deal with risk and uncertainty. Also, we will discuss briefly about the expected monetary value (EMV) concept, which we will use later in this paper.

D. Risk Analysis

Risk [38] is an indicator of what could happen to assets of an organization if they are not properly protected. Risk analysis refers to a systematic review for estimating the magnitude of risks, which an organization is exposed. The main reason to perform risk analysis is [39] to support decision making in order to find the right balance between different concerns, such as cost, safety, etc. One of the most important applications of risk analysis is decision making under risk [15], which occurs when a decision maker is uncertain about the occurrence of a state of nature (event), but the probability of each state of nature is known. One of the most recommended quantitative tools and techniques for decision making under risk is called expected monetary value (EMV), which calculates the average outcome when the future includes scenarios that may or may not happen [40]. EMV for a course of action \( j \), is the pay-off \( X_{kj} \) for each combination of event \( k \) multiplied by the probability \( Pr_k \) of occurrence of event \( k \), summed over all events. It is formally defined as follows:

\[
EMV_j = \sum_{k=1}^{d} Pr_k X_{kj}. \tag{1}
\]

The advantage of using EMV is considering uncertainty, by taking into account of a probability for each event \( k \). Also, the problem becomes simpler by reducing the information about a course of action \( j \) to a scalar value \( EMV_j \).

IV. PROBLEM DEFINITION

We consider a reference scenario like the one presented Fig.3., which is characterized by a user wishing to migrate to the cloud a set of \( n \) applications \( A = \{a_1, ..., a_n\} \). The user defines for each application \( a_i \) a priority according to the hourly execution profit \( \pi_i \) of application \( a_i \), so that, each application \( a_i \) with higher hourly execution profit \( \pi_i \) has higher priority from the user’s view. Table 2. shows the three applications that we consider in our running example and their related parameters. As can be seen, applications streamApp, enterpriseApp, have the priority of first (high), second (medium), and third (low) priority from the user’s view, respectively.

<table>
<thead>
<tr>
<th>Application Name</th>
<th>Service Type</th>
<th>Hourly Profit ($)</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>streamApp</td>
<td>Music Streaming</td>
<td>4.9</td>
<td>1</td>
</tr>
<tr>
<td>enterpriseApp</td>
<td>Complex Business Logic</td>
<td>4.5</td>
<td>2</td>
</tr>
<tr>
<td>webApp</td>
<td>Low Traffic Website</td>
<td>2.1</td>
<td>3</td>
</tr>
</tbody>
</table>

The user needs to assign each application in \( A \) to a VM in a set \( V = \{v_1, ..., v_n\} \) of rented VMs by her, which are running on multiple physical machines (PM). Each \( v_j \) in \( V \) is then associated with a characteristic double vector \( VC_j = (c_j, L_j) \), where \( c_j \) is the rental hourly charge of \( v_j \) in US dollar terms. \( L_j[1,...,d] \) is the HUP level vector for \( v_j \), where \( L_j[k] \) represents the \( k \)-th HUP level of VM \( v_j \). We assume that, in each hour, HUP of each VM \( v_j \) falls in one of HUP levels defined in \( L_j \).

Also, \( Lev = \{Lev_1, ..., Lev_d\} \) denotes a set of characteristic quadruples, where quadruple \( Lev_k \) is associated with the HUP level \( L_j[k] \). \( min_k \) and \( max_k \) are the minimum and maximum values (in percent) for HUP level \( L_j[k] \), respectively.

Fig.3. Reference Scenario
\( Pr_k \) and \( \Gamma_k \) are the probability that \( HUP \) of VM \( v_j \) falls in the \( HUP \) level \( L_j[k] \) and the service credit of \( HUP \) level \( L_j[k] \), respectively. Table 3 shows the set of VMs in our running example. As can be seen there are three VMs, each with a rental hourly charge \( (C_j) \). Also, each VM has four \( HUP \) levels \( L_j[k] \), each with a probability of occurrence \( Pr_k^{(j)} \) and a service credit \( \Gamma_k^{(j)} \). Referring to Table 3., for example, \( VC_1 = (0.015, L_4[1, {..., 4}] \) and \( Lev_3^{(j)} = (95, 98.99, 0.0009, 50) \).

Given a set of applications \( A \) and a set of VMs \( V \), a characteristic double \( VC_j = (c_j, L_j) \) and a set of characteristic quadruples \( Lev = \{Lev_1^{(j)}, ..., Lev_4^{(j)} \} \), for each \( v_j \in V \), a simple solution would select a cheaper VM for an application with higher priority. However, such a trivial approach may ignore the different availability levels of VMs, each with a different service credit and a probability of occurrence. Therefore, this approach might then be considered not desirable. To prevent such a situation, we propose to adopt a risk-aware approach aimed at choosing a VM \( v_j \in V \) for an application \( a_i \in A \), which maximizes the expected hourly pay-off \( \pi_i \) of application \( a_i \), considering the priority of applications. We consider our solution, as we will see in the next section, as a one-to-one allocation function \( alloc : A \rightarrow V \), that takes the set \( A \) of application instances as input and assigns each application \( a_i \in A \) to a VM \( v_j \in V \) as output, so that, application \( a_i \) has the highest expected hourly pay-off, if it is assigned to \( v_j \), i.e., \( alloc(a_i) = v_j \). Therefore, \( v_j \) is an optimal VM for application \( a_i \). Table 4 shows the notations that we will use in this paper together with their related descriptions.

### Table 4. Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi_i )</td>
<td>average hourly financial execution profit of ( a_i )</td>
</tr>
<tr>
<td>( c_j )</td>
<td>rental hourly charge of ( v_j )</td>
</tr>
<tr>
<td>( \min_k )</td>
<td>minimum value of ( HUP ) of a VM in level ( k )</td>
</tr>
<tr>
<td>( \max_k )</td>
<td>maximum value of ( HUP ) of a VM in level ( k )</td>
</tr>
<tr>
<td>( Pr_k^{(j)} )</td>
<td>probability that ( HUP ) of ( v_j ) falls in level ( k )</td>
</tr>
<tr>
<td>( \Gamma_k )</td>
<td>service credit of ( HUP ) level ( k ) for each VM</td>
</tr>
<tr>
<td>( \xi_j[k] )</td>
<td>hourly penalty of ( HUP ) level ( k ) for ( v_j )</td>
</tr>
<tr>
<td>( b_j[k] )</td>
<td>expected hourly benefit of current application ( a_i ) in ( HUP ) level ( k ), if ( alloc(a_i) = v_j )</td>
</tr>
<tr>
<td>( \theta_j[l] )</td>
<td>expected hourly pay-off for ( a_i ) if ( alloc(a_i) = v_j )</td>
</tr>
</tbody>
</table>

### V. Proposed Approach

Our approach to choose a VM in \( V \) for each application in \( A \), so that, the expected hourly pay-off of each application is maximized, considering the priority of applications, operates in five steps (See Fig.5.): 1) Sorting the set \( A \); 2) hourly penalty calculation of for each VM in \( V \); 3) expected hourly benefit of each application if it is assigned to each VM in \( V \); 4) expected hourly pay-off calculation of each application if it is assigned to each VM in \( V \); 5) update the set \( V \). In the following, we present our approach in detail.
INPUT

A = \{a_1, \ldots, a_n\} /* set of applications*/
V = \{v_1, \ldots, v_n\} /* set of VMs*/
VC_1, \ldots, VC_n */ sets of characteristic doubles*/
Lev_1, \ldots, Lev_n */ set of characteristic quadruples */

OUTPUT

alloc : A \rightarrow V

MAIN

1: Sort A based on the priority \(p_i\) of each application in increasing order.
2: let \(\xi_j\) be the hourly penalty vector of size \(|d|\)
3: for \(j = 1, \ldots, |n|\) do
4: for \(k = 1, \ldots, |d|\) do
/* expected hourly penalty */
5: \(\xi_j[k] := c_{j,\Gamma_k}\)
6: end for
7: end for
8: for \(i = 1, \ldots, |n|\) do
9: for each \(v_j \in V\) do
10: let \(b_j\) be the expected hourly benefit vector of size \(|d|\)
11: for \(k = 1, \ldots, |d|\) do
/* expected hourly benefit */
12: \(b_j[k] := (\frac{\min_k + \max_k}{2})\pi_i + \xi_j[k] - c_j\)
13: let \(\theta_i\) be the expected hourly pay-off vector of size \(|n|\)
/* expected hourly pay-off */
14: \(\theta_j[j] = \sum_{k=1}^{d} \Pr[k]\_jb_j[k]\)
15: end for
16: alloc(a_j) = v_j, \in V \text{ s.t.}
\(\exists v_j \in V, v_j \neq v_j : \theta[j] > \theta[j']\)
17: end for
/* Update the Set V */
18: \(V := V \setminus \{v_j\}\)
19: end for

Fig. 5. Algorithm for risk-aware assignment of the applications to the VMs

Sorting. As we discussed earlier, in Section 0, in our proposed solution, the application-to-VM assignment is based on the priority of applications, defined by the user.

Therefore, first, we sort the set \(A\) based on the priority of application \(a_i\) in increasing order (line 1). Therefore, more important applications will be assigned to VMs that are more suitable for them in order to maximize their expected hourly pay-off. Therefore, referring to our running example, if we sort the set \(A\) based on the priority of applications in increasing order, \(A = \{\text{streamApp, enterpriseApp, webApp}\}\).

Hourly penalty. Next, we calculate, for each VM \(v_j \in V\), the hourly penalty, in each HUP level \(L_j[k]\). To do this, we build a vector of hourly penalty \(\xi_j[1, \ldots, d]\), where \(\xi_j[k] = c_{j,\Gamma_k}\), is the hourly penalty of VM \(v_j\) in HUP level \(L_j[k]\) (lines 2-7). Back to our running example, Table 5 shows the calculation of hourly penalty \(\xi\) of each VM \(v_j \in V\) in each HUP level \(L_j[k]\). For instance, the hourly penalty of VM \(v_j\) in HUP level \(L_j[2]\) is \(\xi_1[2] = c_{1,\Gamma_2} = 0.30*0.015 = 0.0045\).

In the remainder of this section, we illustrate in detail, our proposed solution. For simplicity, in the following, we refer our discussion to one application only (streamApp), with the note that the process described is executed for all applications in \(A\).

Expected hourly benefit. For each \(v_j \in V\), we compute the expected hourly benefit of application \(a_i\), in HUP level \(L_k\) (lines 8-12). To do this, we build a vector of expected hourly benefit \(b_j[1, \ldots, d]\), where \(b_j[k]\) is the expected hourly benefit of application \(a_j\), in HUP level \(L_j[k]\) of \(v_j\), if \(\text{alloc}(a_j) = v_j\). It is given by:

\[
b_j[k] := (\frac{\min_k + \max_k}{2})\pi_i + \xi_j[k] - c_j
\]

Table 6. depicts the calculation of expected hourly benefit \(b_j[k]\) of application streamApp for each \(v_j \in V\), in each HUP level \(L_j[k]\). For example, the expected hourly benefit \(b_1[2]\) of application streamApp in the second HUP level \(L_1[2]\) of \(v_1\) is equal to \(b_1[2] = (\frac{99+99.95}{2})\pi_i + \xi_1[2] - c_1 = 4.863\). Note that, while other approaches such as mean, median, etc., could be used, we consider the midrange of each HUP level \(L_j[k]\), using \(\min_k\) and \(\max_k\) to calculate \(b_j[k]\).

Expected hourly pay-off. In order to consider the uncertainty in assigning the current application (streamApp in our running example) to a VM \(v_j \in V\), so that, the expected hourly pay-off of current application, that is, streamApp in our running example, is maximized, we then propose to adopt a risk analysis technique, that permits to take into account of the probability of occurrence \(\Pr^\omega[k]\) of each HUP level \(L_j[k]\) of each VM \(v_j \in V\).
Table 5. Calculation of hourly penalty for each VM

<table>
<thead>
<tr>
<th>VM Name</th>
<th>Rental Hourly Charge (c)</th>
<th>HUP Level</th>
<th>Service Credit (Γ)</th>
<th>Hourly Penalty (ξ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>v₁</td>
<td>0.015</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>30</td>
<td>0.0045</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>50</td>
<td>0.0075</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>60</td>
<td>0.009</td>
</tr>
<tr>
<td>v₂</td>
<td>0.004</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>30</td>
<td>0.0012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>50</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>60</td>
<td>0.0024</td>
</tr>
<tr>
<td>v₃</td>
<td>0.001</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>30</td>
<td>0.0003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>50</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>60</td>
<td>0.0006</td>
</tr>
</tbody>
</table>

Table 6. Expected hourly benefit for streamApp considering each VM

<table>
<thead>
<tr>
<th>VM Name</th>
<th>Rental Hourly Charge (c)</th>
<th>HUP Level</th>
<th>min HUP (%)</th>
<th>max HUP (%)</th>
<th>Hourly penalty (ξ)</th>
<th>Expected Hourly Benefit (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>v₁</td>
<td>0.015</td>
<td>1</td>
<td>99.96</td>
<td>100</td>
<td>0</td>
<td>4.884</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>99</td>
<td>99.95</td>
<td>0.0045</td>
<td>4.863</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>95</td>
<td>98.99</td>
<td>0.0075</td>
<td>4.745</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>90</td>
<td>94.99</td>
<td>0.009</td>
<td>4.526</td>
</tr>
<tr>
<td>v₂</td>
<td>0.004</td>
<td>1</td>
<td>99.96</td>
<td>100</td>
<td>0</td>
<td>4.895</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>99</td>
<td>99.95</td>
<td>0.0012</td>
<td>4.871</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>95</td>
<td>98.99</td>
<td>0.002</td>
<td>4.750</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>90</td>
<td>94.99</td>
<td>0.0024</td>
<td>4.530</td>
</tr>
<tr>
<td>v₃</td>
<td>0.001</td>
<td>1</td>
<td>99.96</td>
<td>100</td>
<td>0</td>
<td>4.898</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>99</td>
<td>99.95</td>
<td>0.0003</td>
<td>4.873</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>95</td>
<td>98.99</td>
<td>0.0005</td>
<td>4.752</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>90</td>
<td>94.99</td>
<td>0.0006</td>
<td>4.531</td>
</tr>
</tbody>
</table>

While noting that there are different approaches can be applied (e.g., expected opportunity loss [9]), we consider the expected monetary value (EMV) [9]. Taking into account of the discussion in Section III.D, in our cloud scenario, events correspond to HUP levels of VMs. Therefore, we build a vector of expected hourly pay-off \( \theta_i \) for application \( a_i \), where

\[
\theta_i = \sum_{k=1}^{d} \frac{\prod_{j} b_{ij}}{k} \times \Pr_k \times b_{ij} \times \left[ k \right],
\]

is the expected hourly pay-off of application \( a_i \), if \( \text{alloc}(a_i) = v_j \) (lines 13-14). Table 7 shows the calculation of expected total hourly pay-off \( \theta_i \) for the application \( \text{streamApp} \), considering each VM in \( V \).

For instance, the expected hourly pay-off of application \( \text{streamApp} \), if it is assigned to \( v_2 \), is equal to

\[
\theta_2 = \sum_{1 \leq k \leq 4} \frac{\prod_{j} b_{ij}}{k} \times \Pr_k \times b_{ij} \times \left[ k \right] = 0.96*4.895+0.0395*4.871+0.0045*4.750+0.0001*4.530 = 4.893.
\]

Therefore, \( \theta_i = [4.883, 4.893, 4.877] \). We assign the current application \( a_i \) to a VM, which has the highest expected hourly pay-off with (line 16).

Referring to our running example, the current application, \( \text{streamApp} \), which is the most important application from the user’s view, is assigned to \( v_2 \), i.e., \( \text{alloc}(\text{streamApp}) = v_2 \) because application \( \text{streamApp} \) has the highest expected hourly pay-off, if it is assigned to \( v_2 \), that is, \( \theta_2 = 4.893 \). It is interesting to see that the chosen VM is not the cheapest VM in \( V \). However, considering the different probability of occurrence and hourly penalty for each HUP level, the application \( \text{streamApp} \) is assigned to \( v_2 \), using EMV technique.

Updating. Finally, since we assume that only one application can be executed on a VM (\( \text{alloc}: A \rightarrow V \) function is a one-to-one allocation function), after assigning application \( a_i \) to \( v_j \), we update the set of VMs \( V \) by removing \( v_j \) from \( V \) (line 18). Therefore, considering our running example, \( V = \{v_1, v_3\} \).
Table 7. Expected hourly pay-off for streamApp considering each VM

<table>
<thead>
<tr>
<th>VM Name</th>
<th>HUP Level</th>
<th>Probability of Occurrence (Pr)</th>
<th>Expected Hourly Benefit (b)</th>
<th>Expected hourly pay-off (θ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>v₁</td>
<td>1</td>
<td>0.997</td>
<td>4.884</td>
<td>4.883</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.002</td>
<td>4.863</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0009</td>
<td>4.745</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.0001</td>
<td>4.526</td>
<td></td>
</tr>
<tr>
<td>v₂</td>
<td>1</td>
<td>0.96</td>
<td>4.895</td>
<td>4.893</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0395</td>
<td>4.871</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0004</td>
<td>4.750</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.0001</td>
<td>4.530</td>
<td></td>
</tr>
<tr>
<td>v₃</td>
<td>1</td>
<td>0.86</td>
<td>4.898</td>
<td>4.877</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.03</td>
<td>4.873</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.095</td>
<td>4.752</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.015</td>
<td>4.531</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. shows a decision analysis tree for the selection of a VM for application streamApp with maximum expected hourly pay-off. As can be seen, the decision tree is composed of three nodes that represent the VMs in V. For each VM, there are four leaf nodes, which each of them illustrates the expected hourly benefit \( b_j[k] \) of streamApp for HUP level \( L_j[k] \). If we continue to assign applications in A to VMs in V, according to our proposed approach, \( \text{alloc(enterpriseApp)} = v_1 \) and \( \text{alloc(webApp)} = v_3 \).

VI. CONCLUSIONS AND FUTURE WORK

The paper presented a model for financial risk-aware application scheduling in cloud computing scenarios using risk analysis. We were interested in assigning the applications to the VMs, so that, the expected total pay-off for each application is maximized, considering the priority of applications, defined by the user. The proposed solution satisfies this requirement by considering several availability levels for a VM, each with a probability of occurrence and a service credit as a penalty rate.

In the proposed approach, we did not consider the risk attitude of a user [41] in assigning the applications to the
VMs, including 1) risk aversion, e.g., if the applications of user are real-time applications that cannot tolerate unavailability; 2) risk seeking, e.g., if the applications of user are time invariant, like offline downloading, which can be performed even with risk loss during the transaction; 3) risk neutral, e.g., if the applications of user can tolerate the risk of delay for a certain time period. As a future work, we will focus on the estimation of risk in application-to-VM assignment in cloud computing scenarios, using risk analysis by segregating users into different categories based on their risk behavior.
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