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Abstract—The technological growth generates the 

massive data in all the fields. Classifying these high-

dimensional data is a challenging task among the 

researchers. The high-dimensionality is reduced by a 

technique is known as attribute reduction or feature 

selection. This paper proposes a genetic algorithm (GA)-

based features selection to improve the accuracy of 

medical data classification. The main purpose of the 

proposed method is to select the significant feature subset 

which gives the higher classification accuracy with the 

different classifiers. The proposed genetic algorithm-

based feature selection removes the irrelevant features 

and selects the relevant features from original dataset in 

order to improve the performance of the classifiers in 

terms of time to build the model, reduced dimension and 

increased accuracy. The proposed method is implemented 

using MATLAB and tested using the medical dataset 

with various classifiers namely Naïve Bayes, J48, and k-

NN and it is evident that the proposed method 

outperforms other methods compared.   

 

Index Terms—Attribute reduction, Naive Bayes 

classifier, genetic algorithm. 

 

I.  INTRODUCTION 

Data mining is a process of extracting the interesting 

patterns or information from the available data to extract 

the knowledge. The data mining plays a vital role in 

knowledge discovery process. It generates the pattern in 

terms of classification models to predict the unknown 

data from known data by this way the essential 

knowledge is obtained from the huge volumes of data. 

The learning algorithms which are used to build the 

classification model are formally categorized into two 

types: supervised and unsupervised learning algorithm.  

The supervised learning algorithm deals with the 

labeled data for developing the models known as 

classifiers. The unsupervised learning algorithm learns 

the unlabeled data and develops the model for prediction. 

A typical example for this case is clustering. The 

supervised learning algorithm is commonly adopted in 

the feature selection algorithms for evaluating the quality 

of the feature subsets. In some cases, the supervised 

learning algorithm is used to evaluate the performance of 

the feature selection algorithms in terms of classification 

accuracy.  

Feature selection is a process of selecting the relevant 

attributes and removing the irrelevant and redundant 

attributes. Feature selection provides three main benefits 

while constructing predictive models: improves the 

model interpretability, shortens the training times, and 

enhanced generalization by reducing over fitting. Further, 

the feature selection algorithm is classified into three 

types namely wrapper, filter, and embedded method. The 

wrapper method uses a supervised learning algorithm to 

evaluate the feature to select the significant feature 

subsets from a dataset.  

The embedded method uses the supervised learning 

algorithm as a part of the feature selection process. The 

filter method uses the any one of the statistical or 

mathematical measures to select the significant feature 

from the dataset without help of the supervised learning 

algorithm. Each classifier follows its own learning 

method. In general the data preprocessing can improve 

the performance of the classification algorithm and 

decrease the computational complexity.   

GA has been known to be very adaptive and efficient 

method of feature selection. It is basically a searching 
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algorithm based on natural genetics and natural selection. 

It is an optimization technique, a population-based and 

algorithmic search heuristic method. The operations in a 

GA are iterative procedures manipulating one population 

of chromosomes to produce a new population through 

genetic functions such as crossover (recombination 

between two single chromosomes) and mutation 

(randomly changes the chromosomes).  

This paper proposes a wrapper-based feature selection 

method combining the supervised learning algorithm for 

evaluate the feature subset searched by the genetic 

algorithm from a high-dimensional data. In order to 

evaluate the performance of the proposed method the 

classifiers namely k- Nearest Neighbor Algorithm (k-NN), 

Naïve Bayes (NB), and J48 are used.  

The rest of the paper is organized as follows: Section II 

reviews the literature. In Section III the proposed method 

is described.  In Section IV, the implementation details 

are elaborated. Section V presents and discusses the 

experimental results and Section VI concludes the paper.    

 

II.  RELATED WORKS 

This section details the various research works which 

are related to the proposed method. Lior Rokach et al. 

developed a genetic algorithm-based feature selection to 

solve the classification problem. In this paper, a new 

encoding algorithm was also proposed for evaluating the 

fitness function of multiple, obvious tree classifier [1]. 

Magnus Erik et al. presented a genetic algorithm for 

feature selection in data mining and they showed that the 

feature selection can be used to avoid feature induced 

over fitting [2]. 

M. Analoui et al. proposed a feature reduction of 

nearest neighbor classifier using genetic algorithm. In this 

approach, each value is first normalized by a linear 

equation then scaled by the weight prior to testing, 

training and classification [3]. The Pier luca lanzi et al. 

developed a fast feature selection with genetic algorithm. 

In this paper, a filter approach is used and also this 

approach shows that the feature selection requires a large 

amountof CPU time to reach a good solution on large 

datasets [4].  

The Zili Zhang and Pengyi Yang proposed an 

ensemble of classifiers with GA-based feature selection. 

The authors of this paper developed a novel hybrid 

algorithm which is combination of multi objective genetic 

algorithm and ensemble of classifiers. The GA-ensemble 

approach was evaluated on various datasets and 

compared its performance using various classifiers [5].  

Li Zhuo et al. presented a GA-based wrapper feature 

selection method for classification of hyper spectral 

images using support vector machine. This method 

follows wrapper and filter approach [6]. Amira Sayed et 

al. presented a genetic algorithm-based feature selection 

method for anomaly detection. In this paper, several 

feature selection techniques were used including principle 

component analysis (PCA), sequential floating, and 

correlation-based feature selection [7]. 

Laetitia Jourdan developed a GA for feature selection 

in data mining for genetics. They specified two 

approaches: first one is heuristic approach and second 

one is clustering-based feature selection approach. 

Diseases dataset such as obesity, diabetes were used to 

test their method [8]. Younes Chtioui et al. presented a 

feature selection by genetic algorithm which is an 

application to seed discrimination by artificial vision. The 

performance of this method was evaluated on a practical 

pattern recognition problem, which deals with the 

discrimination between four seeds (two cultivated and 

two adventitious seed species). In this paper, nearest 

neighbor (k-NN) classification method was used for 

classification [9].  

Cheng-Lung Huang et al. proposed a feature selection 

based on the GA and optimization with SVM. The 

ultimate aim was to optimize the feature subset and 

parameters without deteriorating the SVM classification 

accuracy. In this paper GA was compared with the grid 

algorithm [10].  The Yi Sun and Lijun Yin presented a 

feature selection based on the genetic algorithm to     

solve the problem of face recognition and a generic 

model is used to construct the features for 3D facial 

expressions. This approach evidences that this type of 

feature selection is very useful to face modeling [11]. 

Haleh Vafaie et al. presented a feature selection 

approach based on greedy-like search and genetic 

algorithm. In this paper, the authors presented a 

comparison between these two approaches, and identified 

that the GA-based method produced the better 

performance [12]. A. Srikrishna et al. also presented GA-

based feature selection. This method reduces the 

computational complexity and achieves better performing 

clustering [13]. Haleh Vafaie et al. presented a genetic 

algorithm-based approach to develop the rules for 

identifying the suitable variable subset for the texture 

classification tasks and observed that it also can be used 

in rule induction machine learning systems [14]. W. 

Siedlecki et al. presented the usage of the genetic 

algorithm for selecting the necessary feature subsets form 

the large dataset [15]. 

This genetic algorithm can also be employed for 

various applications in machine learning. It enhances the 

object grouping techniques such as clustering in 

unsupervised learning to obtain the optimal cluster-

centers for object clustering [16]. In pattern recognition, 

the genetic algorithm can be used for detection operations 

including face recognition [17], handwritten digits [18], 

gas-insulated system and etc. [19]. Further, the GA based 

approaches are employed to search the needed or 

unneeded image region for split or merging process in 

image segmentation [20]. This is also used as a searching 

mechanism in flow shop sequencing [21]. 

From this literature review it is obvious that the GA-

based searching technique plays a significant role in the 

field of the data mining as well as the feature selection 

process. Hence, genetic algorithm is employed in our 

proposed approach as the searching algorithm in the 

feature selection process. The supervised learning 

algorithm is employed for evaluating the feature subsets 



 Dimensionality Reduction using Genetic Algorithm for Improving Accuracy in Medical Diagnosis 69 

Copyright © 2016 MECS                                                             I.J. Intelligent Systems and Applications, 2016, 1, 67-73 

hence the proposed approach is a wrapper-based feature 

selection method. 

 

III.  PROPOSED GENETIC ALGORITHM BASED FEATURE 

SELECTION 

GA was originally used to select binary strings and a 

number of authors have discussed the use of GA in 

feature selection. One of the significant characteristics of 

GA is that it has been evolved in such a way to explore 

inter-dependencies between the bits in a string and hence 

it is very much suitable for the feature selection problem 

where we look for dependencies between features and 

select the best ones that contribute to the classification or 

recognition performance. In most of the cases it performs 

better than the forward and backward search algorithms 

in terms of number of evolutions to reach minimum [22].  

The probability of getting an optimal feature subset for 

classification is high when GA is employed for feature 

selection with suitable fitness functions and possible 

considerations [23]. Taking these advantages, a feature 

selection scheme based on genetic algorithm is proposed. 

The proposed wrapper based feature selection method 

takes the advantage of the supervised learning algorithm 

to evaluate the significance of the feature subset and 

employs the genetic algorithm to optimize the searching 

of features in feature selection process. The performance 

of the proposed method is tested on the medical dataset 

with various classifiers.    

A.  Proposed  Feature Selection Algorithm 

Genetic algorithm (GA) is a method for moving to a 

new population from an existing population of 

chromosomes using a natural selection method. It has two 

operators namely crossover and mutation. Crossover 

exchanges subparts of two chromosomes or it performs 

recombination between two single chromosomes. 

Mutation randomly changes the allele values of some 

locations in the chromosome. GA evaluates the fitness of 

each and every individual; this means that the superiority 

of the results is achieved through a fitness function. The 

suitable chromosome has higher probability to choose for 

the next generation formation.  

If the fittest of the chromosome in a population cannot 

meet the requirement, crossover and mutation functions 

will be carried out. The functions are carried out 

repeatedly until the acceptable result is obtained. The 

operations of the algorithm are explained in the following 

section and Table 1 shows the terminology of human 

genetics and their equivalent in GA.  

B.  Operations of the Proposed Algorithm 

The operational steps of the proposed algorithm are 

population initialization, performing crossover and 

mutation, fitness evaluation, and stopping criteria as 

depicted in Figure 1. 

This algorithm initially assigns binary search space, as 

the chromosomes are bit strings and each bit represents 

each feature of the training dataset. This initial population 

is created (randomly) with the assumption that a gene 

value ‘1’ represents the particular feature that is to be 

selected for evaluation which maintains the same position 

of the gene value (same index) and if it is ‘0’, the feature 

is not selected which maintains the position of the gene 

value.  

The parents are randomly selected and their length is 

same as the total number of features (i.e. if the total 

number of feature is 5 then the chromosomes contain 5 

genes that means 5 bits). 

Second step performs the crossover operation. Two 

parents i.e. two individuals (chromosomes) are combined 

together to form a child (new chromosome). This 

crossover operation is carried out with four methods 

based on the logical operations such as single point 

crossover operation, XOR operation, OR operation, and 

AND operation the sample of these operations are 

depicted in Figure 3 where P1 and P2 are parents, and the 

C1 and C2 are the children.  

Table 1. Terminology of human genetics and their equivalent in GA 

S. No. 
Human genetics 

terminology 
GA terminology 

1 Chromosomes Bit strings 

2 Genes Features 

3 Allele Feature value 

4 Locus Bit position 

5 Genotype Encoded string 

6 Phenotype Decoded genotype 

 

 

Fig.1. Flowchart representation of the proposed algorithm 

Third step performs the mutation operation that 

randomly changes the allele values from crossover child 

(C) to produce the next generation. Figure 4 shows the 

flip bit-based crossover on a child (C) with the random 
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mute at the fourth position of C (bit ‘1’). The produced 

next generation (new chromosome : 1 1 1 0 0 1 1 1) 

denotes that as mentioned earlier the dataset contains the 

total number of 8 features since the chromosome contains 

8 bits and each bit represents the index of each feature of 

the dataset. Then the features corresponding to the 0 

chromosome value are discarded thereby the new subset 

is obtained from the dataset such as f1,f2,f3,f6,f7,f8 where 

the f4 and f5 are discarded since the bit position 

representing 0. 

 

 

Fig.2. Representation of the chromosome for the dataset containing 8 
features 

 
(a) 

 

 
(b) 

 

 
(c)  

 

 
(d)  

Fig.3. The crossover operation (a) single point (b) XOR (c) OR (d) 
AND 

In the fourth step, the fitness value is calculated from 

the obtained feature subset from step 3. The classification 

accuracy is considered as the fitness value to validate the 

generated subset. Therefore the NB classifier is used to 

calculate the classification accuracy of the generated 

subset. If the classification accuracy (fitness value) 

satisfies the termination condition, this feature subset is 

considered as the selected feature subset otherwise step 2 

to step 4 are followed in an iterative manner until the 

termination condition is satisfy. 

 

IV.  IMPLEMENTATION 

A.  System Specification and Dataset 

The proposed method is implemented using MATLAB 

with the system specification 4 GB RAM, 120 GB Hard 

Disk, Windows Vista operating system, Dual core Intel 

Processor.  The performance of the proposed method is 

evaluated using the diabetes dataset which contains the 8 

attributes and 768 instances.  

B.  Performance Evaluation of the Proposed Method 

Formally, the classification algorithms are used to 

evaluate the significance of the feature subset selected by 

the feature selection algorithm. The classification 

algorithms are a type of supervised machine learning. In 

this paper, the classification algorithms namely Naïve 

Bayes (NB), J48 and IB1 are used to evaluate the 

performance of the feature selection methods. 

1)  NB Classification Algorithm 

This is a probabilistic based algorithm that builds a 

probabilistic model based on the dataset with the selected 

feature. This probabilistic model is known as classifier.  

The input is given in the form of instances. The instance 

can be denoted as X=(x1, x2, …, xn), where xi denotes the 

feature values on ‘n’ number of features that are selected 

by the feature selection algorithm. The probability of 

predicting the possible class label ci (i = 1,2,…, k) for a 

particular instance xi is denoted as p(ci| x1,x2,…,xn). In 

this context, the posterior and prior probability are 

calculated in order to predict the class label ci for a given 

instance xi [24,25].  

2)  J48 Classification Algorithm 

This is a tree based classification algorithm. Initially, it 

receives the dataset and calculates the weight of the 

features using any feature ranking algorithm such as 

information gain. The node that contains higher weight 

than that node is under consideration as the root node to 

form a tree structure from the training dataset. Then the 

tree is further expanded through the higher weight feature 

node until all the nodes contain the single class label. The 

prediction of the class label for a given instance is carried 

out based on the constructed tree. This tree is also called 

as decision tree for predicting a label of a particular 

instance [26]. 

3)  IB1 Classification Algorithm 

This is an instance based classification algorithm. In 

this algorithm, the nearest neighbor principle is followed 

in order to carry out the prediction of the label for an 

unlabeled instance [27]. 

C.  Performance Evaluation Metrics 
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The performance is evaluated in terms of runtime, 

number of feature selected [28], and the accuracy 

produced with the various classifiers such as Naïve Bayes, 

k-NN, and J48 

1)  Classification Accuracy 

The classification accuracy is calculated using the 

formula A=(a+d)/(a+b+c+d) where ‘a’ is the number of 

correctly classified negative instances, ‘b’ is the number 

of incorrectly classified positive instances, ‘c’ is the 

number of incorrectly classified negative instances, and 

‘d’ is the number of correctly classified positive instances. 

2)  Number of Features Selected 

This is the number of features selected after applying 

the proposed GA-based feature selection algorithm. 

3)  Runtime 

This is the total runtime of the proposed algorithm in 

MATLAB environment with the specifications mentioned 

earlier and it is measured in seconds. 

D.  Experiment Procedure 

The experimental procedure is illustrated in Figure 5. 

Initially, the original dataset with full features is given to 

the proposed algorithm and then the original dataset is 

reduced to a set of selected features. Then these selected 

features are divided into two dataset namely training 

dataset and test dataset. Then the NB, k-NN, and J48 

supervised learning algorithms are used to build the 

classifier using the training dataset and the test dataset is 

used to evaluate the accuracy of the classifier in the 

iterative manner (i.e. 10-fold cross validation) and 

averaged to obtain the accuracy.  

 

 

Fig.4. Mutation operation with the fourth positioned bit of the child is 
muted  

 

Fig.5. Experimental procedure 

The experiment is conducted with four different 

methods as illustrated in Figure 5. In order to conduct the 

experiment and obtain the results for the proposed 

algorithm, the four experimental methods are formed 

namely M1, M2, M3, and M4 by changing the operations in 

crossover and mutation steps of the proposed algorithm 

as shown in Table 2. 

 

V.  RESULTS AND DISCUSSION 

The obtained results of classification accuracy, number 

of feature selected, and the runtime of the different 

methods are tabulated in Table 2.  The experimental 

methods M1, M2, M3, and M4 differ from each other in 

terms of crossover operation. M1 uses AND operation, 

M2 uses XOR operation, M3 employs OR operation and 

M4 uses a single point crossover operation. For all the 

four methods, flip bit method is used to perform mutation 

operation.  

Figure 6 to Figure 8 show the results on number of 

feature selected, classification accuracy, and runtime of 

the different methods. From Figure 6, it is evident that the 

methods M1 and M2 are reducing the number of features 

in similar quantities. M3 and M4 are performing almost 

equally. The methods M1 and M2 have reduced more 

number of features than M3 and M4.  

 

 
Fig.6. The number of feature selected with respect to the feature 

selection method 

 

Fig.7. The classification accuracy against the feature selection method  

Figure 7 shows that the NB classifier produces the 

better accuracy with all the methods compared to other 

classifiers. J48 produces better accuracy compared to the 

k-NN classifier except with the method M4. The method 

M3 produces the overall better accuracy compared to all 

other methods with all the classifiers.  
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Table 2. Comparison of number of feature selected, runtime, and classification accuracy against the four feature selection methods 

Proposed algorithm Classification accuracy 

Experimental 
Method 

Crossover 
operation 

Mutation 
operation 

No. of 

selected 

features 

No. of 
Iterations 

Runtime 
(Sec) 

NB J48 k-NN 

M1 AND Flip bit 3 10 1.71 0.76 0.65 0.64 

M2 XOR Flip bit 3 10 2.10 0.66 0.59 0.56 

M3 OR Flip bit 4 10 2.10 0.77 0.67 0.66 

M4 
Single 

point 
Flip bit 4 10 1.90 0.75 0.60 0.66 

 

 

Fig.8. The runtime against the feature selection method  

From Figure 8, it is observed that the method M1 takes 

less time compared to all other methods and methods M2 

and M3 consume more or less similar time.  

In general, the wrapper approach produces the higher 

accuracy for the supervised learner which is adopted for 

evaluating the feature subset thus the proposed system 

produces the better accuracy with NB classifier.  

 

VI.  CONCLUSION AND FUTURE ENHANCEMENT 

This paper proposed a genetic algorithm-based 

wrapper feature selection for medical data classification. 

The experiment is conducted with four experimental 

strategies. The proposed system accommodates the 

genetic algorithm (GA) to search and form the feature 

subsets and the Naïve Bayes classifier as the evaluation 

tool to select the significant feature subset. The 

performance of the proposed method is evaluated with 

the well established classifiers such as Naïve Bayes, J48 

and k-NN. The performance of the proposed method is 

analyzed in terms of number of features reduced, 

algorithm runtime, and the classification accuracy 

produced with different classifiers. From the conducted 

experiments, it is evident that the proposed method 

outperforms other methods compared and produces better 

accuracy for the classifier which is adopted as the feature 

evaluation mechanism in the feature selection process. 

Hence this proposed method is well suited for the medical 

application where the classification algorithm is 

predefined.   

As a future enhancement of this proposed method, this 

method can be combined with other natural selection 

algorithms for searching strategy and other classifiers as 

evaluation mechanism. 
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