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Abstract—The multipath adaptive tabu search (MATS) has been proposed as one of the most powerful metaheuristic optimization search techniques for solving the combinatorial and continuous optimization problems. The MATS employing the adaptive tabu search (ATS) as the search core has been proved and applied to various real-world engineering problems in single objective optimization manner. However, many design problems in engineering are typically multiobjective under complex nonlinear constraints. In this paper, the multiobjective multipath adaptive tabu search (mMATS) is proposed. The mMATS is validated against a set of multiobjective test functions, and then applied to design an optimal PID controller of the automatic voltage regulator (AVR) system. As results, the mMATS can provide very satisfactory solutions for all test functions as well as the control application.

Index Terms—Multiobjective Multipath Adaptive Tabu Search, PID Controller, Metaheuristics, Control System Optimization

I. INTRODUCTION

Real-world engineering optimization problems are often concern multiple design objectives under complex constraints. In fact, different objectives often conflict each other. This makes truly optimal solutions may not exist at all and some compromise and approximations are often needed. Moreover, many real-world engineering problems are often NP-hard, which means that there is no known efficient algorithm which can be used for solving such problems effectively. Classical optimization methods often face difficulties for solving them. Metaheuristics, a kind of approximate methods, have been widely used as efficient tools for solving such the optimization problems. Several metaheuristic algorithms have been proposed in dealing with this kind of optimization. By literatures, there are many review articles and excellent textbooks [1,2,3,4,5,6]. Among those, tabu search (TS) [7,8] proposed by Glover is one of the most efficient memory based metaheuristic methods. The TS is considered as a class of single-solution based metaheuristic algorithms having exploitation (intensification) property. Due to this, the original TS often faces the local entrapment (deadlock) problems. The modified versions of the original TS have been consecutively launched to improve its exploration (diversification) property including reactive tabu search (RTS) [9,10], parallel tabu search (PTS) [11,12,13], modified tabu search (MoTS) [14,15,16] and probabilistic tabu search (PyTS) [17,18,19].

One of the modified versions of the original TS is called the adaptive tabu search (ATS) [20,21]. For the ATS, the performance of TS has been enhanced by additional adaptive search radius mechanism to accelerate the search process, and backtracking mechanism to escape from local solution entrapment. By literatures, the ATS has been successfully applied to various real-world engineering problems, for example, power system protection [22], system and model identification [23,24], control synthesis [25,26] and signal processing [27]. Moreover, the convergence property of the ATS has been proved [28,29]. In 2008, multipath adaptive tabu search (MATS) has been proposed [30,31] with search performance assessment to improve its exploitation and exploration properties. The MATS has been successfully applied to various real-world engineering problems including system and model identification [32] and control system design [33,34,35]. In addition, the convergence proof of the MATS has been analyzed and reported [32]. However, all applications of the MATS are considered as a class of single objective optimization problems.

In metaheuristic optimization context, multiobjective problems are typically much more difficult and complex than single objective ones such as a problem of upgrading to the next generation wireless network (NGWN) [36]. In a multiobjective problem, there are multiple optimal solutions forming the so-called Pareto front. The challenge of problem is how to form the Pareto front containing a set of optimal solutions for all objective functions.

In this paper, the multiobjective multipath adaptive tabu search (mMATS) is proposed to solve multiobjective optimization problems. The performance of the mMATS is evaluated against a set of multiobjective test functions. Then, the proposed mMATS is applied to design an optimal PID controller in an automatic voltage regulator (AVR) system considered as bi-objective optimization problem. This paper consists of five sections. After an introduction provided in section 1, the brief algorithms of TS, ATS and MATS, and the proposed mMATS algorithms are described in section 2. The performance evaluation of the mMATS against a set of multiobjective test functions are performed in section 3. Application of the mMATS to bi-objective PID controller design in AVR system is illustrated in section 4, while conclusions are given in section 5.
II. MULTIOBJECTIVE MULTIPATH ADAPTIVE TABU SEARCH ALGORITHMS

To understand and extend the MATS from single optimization to mMATS for solving multiobjective problems, algorithms of the TS, ATS and MATS are briefly reviewed. Then, the Pareto optimality and algorithms of the proposed mMATS are described.

A. Tabu search

Proposed by Glover [7,8], the tabu search (TS) is based on the neighborhood search with memory list called the tabu list (TL). The TL is used to store the visited solutions and conducted as an aspiration criteria when the local entrapment occurs. The original TS search process begins the search with some random initial solutions belonging to a neighborhood search space. All solutions in neighborhood search space will be evaluated via the objective function as deterministic manner. The solution giving the minimum objective value is set as a new starting point of next search round and kept in the TL. A brief algorithm of the TS can be represented by the pseudo code as shown in Fig. 1.

B. Adaptive tabu search

The adaptive tabu search (ATS) is one of the modified versions of the original TS launched in 2004 [20,21]. The search process of the ATS is based on the neighborhood search with TL memory list to record all visited solutions in random manner. The ATS possesses two distinctive mechanisms called the backtracking (BT) and the adaptive radius (AR) mechanisms. The BT mechanism regarded as the diversification strategy is conducted to escape local entrapments, while the AR mechanism considered as the intensification strategy is used to speed up the search process. Convergence proof and performance evaluation of the ATS have been reported [28,29]. A brief algorithm of the ATS can be represented by the pseudo code as shown in Fig. 2.

C. Multipath adaptive tabu search

The multipath adaptive tabu search (MATS) has been firstly proposed in 2008 [30,31]. Using the ATS as a search core, the MATS consists of three components called partitioning mechanism (PM), sequencing mechanism (SM) and discarding mechanism (DM), respectively. The MATS starts with using many ATS paths. The PM is activated to decompose the entire search space into sub search spaces. The PM also defines explicit search boundaries, each of which is given an individual initial solution and an independent ATS path. The SM is then conducted as the time-sharing strategy to organize the ATS paths to run one-by-one. During the operation of the SM, the DM is activated to stop some low-quality search paths in order to speed up the search process. The PM, SM and DM mechanisms together help to improve the diversification property of the MATS. The convergence proof of the MATS has been analyzed and reported [32]. A brief algorithm of the MATS can be represented by the pseudo code as shown in Fig. 3.

D. Pareto optimality

According to the optimization context [1,2,3], multiobjective optimization problem can be expressed in (1), where f(x) is the multiojective function consisting of f1(x),…fn(x), n ≥ 2, g(x), j = 1, 2,…,m, is the inequality constraints and hi(x), k = 1, 2,…,p, is the equality constraints. The optimal solutions, x*, is ones that can make f(x) minimum and make both g(x) and h(x) satisfied.
\[
\min f(x) = \{f_1(x), f_2(x), \ldots, f_n(x)\} \\
\text{subject to } g_j(x) \leq 0, \quad j = 1, \ldots, m \\
h_k(x) = 0, \quad k = 1, \ldots, p 
\] (1)

Based on the Pareto optimality \([37,38,39]\), a solution vector, \(u = (u_1, \ldots, u_n) \in S\), is said to dominate another solution vector \(v = (v_1, \ldots, v_n)\), denoted by \(u \prec v\), if and only if \(u_i \leq v_i\) for all \(i \in \{1, \ldots, n\}\) and \(\exists i \in \{1, \ldots, n\}: u_i < v_i\). This implies that no component of \(v\) is smaller than the corresponding component of \(u\), and at least one component of \(u\) is strictly smaller stated in (2).

\[
\forall i \in \{1, \ldots, n\}: u_i \leq v_i \land \exists i \in \{1, \ldots, n\}: u_i < v_i 
\] (2)

A solution \(x^* \in S\) is called a non-dominated solution if no solution can be found that dominates it. In other words, a solution \(x^* \in S\) is Pareto optimal if for every \(x \in S, f(x) \in F\) does not dominate \(f(x^*) \in F\), that is \(f(x^*) \prec f(x)\). For a given multiobjective optimization problem, the Pareto optimal set is defined as \(P^*\) stated in (3). The Pareto front \(PF^*\) of a given multiobjective optimization problem can be defined as the image of the Pareto optimal set \(P^*\) expressed in (4).

\[
P^* = \{x \in F | \exists x^* \in F : f(x^*) \prec f(x)\} 
\] (3)

\[
PF^* = \{s \in S | \exists x^* \in S : s^* \prec s\} 
\] (4)

### E. Multiobjective multipath adaptive tabu search

The multiobjective multipath adaptive tabu search (mMATS) is presented. The MATS algorithm can be modified to minimize the \(f(x)\) in (1). The convergence property of the mMATS can be hold due to that of the MATS. The mMATS algorithm is represented by the pseudo code as shown in Fig. 4. Multiobjective function \(f(x)\) in (1) will be simultaneously minimized according to the equality and inequality constraints. The best solution found in each iteration will be checked. If it is a non-dominated solution, it will be sorted and stored into the Pareto optimal set \(P^*\). After the search terminated, the solutions stored in \(P^*\) will be used to perform the Pareto front \(PF^*\). Solutions appeared on the \(PF^*\) are the optimal solutions of the problem of interest.

### III. PERFORMANCE EVALUATION

To perform its effectiveness, the mMATS is evaluated against several multiobjective test functions. In this section, a set of multiobjective test functions, search parametric studies and evaluation results are illustrated.

#### A. Set of multiobjective test functions

In this work, four widely used multiobjective functions providing a wide range of diverse properties in terms of Pareto front and Pareto optimal set are suggested \([40,41]\). A set of multiobjective test functions used in this work consists of ZDT1 – ZDT4. ZDT1 is with convex front as stated in (5) where \(d\) is the number of dimensions. ZDT2 as stated in (6) is with non-convex front, while ZDT3 with discontinuous front is expressed in (7), where \(g\) and \(x_i\) in functions ZDT2 and ZDT3 are the same as in function ZDT1. For ZDT4, it is stated in (8) with convex front but more specific.

![Pseudo code of the mMATS algorithm](image)

**Objective function** \(f(x) = [f_1(x), f_2(x), \ldots, f_n(x)], x = (x_1, \ldots, x_d)^T\),

**Initialize** \(ATS_1, \ldots, ATS_k, \) and Pareto optimal set \(P^*\).

**Search space** \(\Omega, Tabu list (TL), Search radius \(R\),

**Activate** PM to decompose \(\Omega\) into \(\Omega_1, \ldots, \Omega_6\),

**Randomly generate** initial solution \(x^0\) within \(\Omega_1, \ldots, \Omega_6\),

**Evaluate** \(f(x^0)\) via given objective function \(f(x)\).

**While** (Termination criteria)

\[
f_1(x) = x_1, \\
f_2(x) = g(1 - \sqrt{f_1/g}), \\
g = 1 + \sum_{i=2}^{d} \frac{x_i^2}{d-1}, \\
x_i \in [0, 1], \quad i = 1, \ldots, 30
\] (5)

\[
f_1(x) = x_1, \\
f_2(x) = g\left(1 - \frac{f_1}{g}\right)^2
\] (6)

\[
f_1(x) = x_1, \\
f_2(x) = g\left(1 - \frac{f_1}{g}\right) \sin(10\pi f_1)
\] (7)

\[
f_1(x) = x_1, \\
f_2(x) = g(1 - \sqrt{f_1/g}), \\
g = 1 + 10(d-1) + \sum_{i=2}^{d} \left(x_i^2 - 10\cos(4\pi f_1)\right), \\
x_i \in [0, 1], \quad i = 1, \ldots, 30.
\] (8)

\[
E_f = \left\|PF_e - PF^*\right\|^2 = \sum_{j=1}^{N} (PF_e^j - PF^*_j)^2
\] (9)

In evaluation process, the error \(E_f\) between the estimated Pareto front \(PF_e\) and its corresponding true front \(PF^*\) is defined as stated in (9), where \(N\) is the number of solution points.
B. Search parametric studies

The mMATS algorithm was coded by MATLAB running on Intel Core2 Duo 2.0 GHz 3 Gbytes DDR-RAM computer. Referring to the ATS and MATS algorithms in section II, the search parameters of the ATS consist of number of neighborhood members \( n \), search radius \( R \), BT and AR mechanisms. These parameters are set as the recommendations in [20,21]. For mMATS search parametric studies, a different range of parameters are set to be investigated. For example, the search paths of MATS are varied from 2 – 64 paths. In the DM mechanism, the number of reducing states are varied from 2 – 5 states. As prioriy results, it was found that the appropriate search parameters for most test functions are MATS with 12 – 20 paths and the DM mechanism with 3 – 4 states.

In these studies, the termination criteria (TC) either uses a given tolerance or a fixed number of iterations. As implementation results, it was found that a fixed number of iterations is not only easy to implement, but also suitable to compare the closeness of Pareto front of test functions. Therefore, for all test functions, a fixed number of iterations is set as the TC. The MATS with 15 search paths is performed. The DM mechanism with 3 states: (i) at 500th iteration, reduces 15 to 10 paths, (ii) at 1000th iteration, reduces 10 to 5 paths and (iii) at 1500th iteration, reduces 5 to 1 path, is conducted for all tests.

C. Evaluation results

For comparison, the results obtained by the proposed mMATS over all test functions are compared with those obtained by the well-known algorithms, i.e. vector evaluated genetic algorithm (VEGA) [42], nondominated sorting genetic algorithm II (NSGA-II) [43] and differential evolution for multiobjective optimization (DEMO) [44]. The performance of all algorithms is measured via the error \( E_f \) stated in (9) and for all algorithms, a fixed number of iterations of 2000 is set as the TC. The results obtained from all test functions are summarized in Table 1 – Table 2, and the estimated Pareto fronts and the true front of functions ZDT1 – ZDT4 are depicted in Fig. 5 – Fig. 8, respectively. It was found from all Figures that the mMATS can satisfactorily provide the Pareto front very close to the true front of each test function. Referring to Table 1 – Table 2, the mMATS shows superior results in term of error \( E_f \) to other algorithms with lesser search time consumed.

<table>
<thead>
<tr>
<th>Methods</th>
<th>ZDT1</th>
<th>ZDT2</th>
<th>ZDT3</th>
<th>ZDT4</th>
</tr>
</thead>
<tbody>
<tr>
<td>VEGA</td>
<td>2.79e-02</td>
<td>2.57e-03</td>
<td>3.29e-01</td>
<td>4.87e-01</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>3.33e-02</td>
<td>7.24e-02</td>
<td>1.14e-01</td>
<td>3.38e-01</td>
</tr>
<tr>
<td>DEMO</td>
<td>2.08e-03</td>
<td>7.55e-04</td>
<td>2.18e-03</td>
<td>2.96e-01</td>
</tr>
<tr>
<td>mMATS</td>
<td>1.24e-03</td>
<td>2.52e-04</td>
<td>1.07e-03</td>
<td>1.02e-01</td>
</tr>
</tbody>
</table>

Table 2. Search Time Consumed

<table>
<thead>
<tr>
<th>Methods</th>
<th>Search time (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ZDT1</td>
</tr>
<tr>
<td>VEGA</td>
<td>125.45</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>126.82</td>
</tr>
<tr>
<td>DEMO</td>
<td>89.31</td>
</tr>
<tr>
<td>mMATS</td>
<td>65.54</td>
</tr>
</tbody>
</table>

Fig. 5. Pareto front of test function ZDT1.

Fig. 6. Pareto front of test function ZDT2.

Fig. 7. Pareto front of test function ZDT3.
III. BI-OBJECTIVE OPTIMAL PID CONTROLLER DESIGN

In this section, the application of the mMATS to bi-objective PID controller design in the automatic voltage regulator (AVR) system is presented. The AVR is commonly used in the generator excitation system of hydro and thermal power plants to regulate generator voltage and control the reactive power flow [45]. The main role of the AVR is to regulate the terminal voltage of a synchronous generator at a specified level. A synchronous generator connecting to power system would critically affect the security of the power system depending on the stability of the AVR. For a simple case, the AVR consists of four main components, i.e. amplifier, exciter, generator, and sensor, respectively. A simplified AVR system controlled by the PIDA controller is represented by the block diagram in Fig. 9, where $V_r$ is the error voltage between the reference input voltage $V_{ref}$ and sensor voltage $V_s$, while $V_u$, $V_r$, and $V_f$ are the controlled, amplified, and excited voltage signals, respectively, and $V(s)$ is the output voltage.

Referring to Fig. 9, four main components of the AVR are linearized and modeled by transfer functions as follows [45]. The amplifier model is expressed in (10) by a gain $K_A$ and a time constant $\tau_A$. Typical values of $K_A$ are in the range of 10 to 400. The amplifier time constant is very small ranging from 0.02 to 0.1 sec. In this work, $K_A = 10$ and a time constant $\tau_A = 0.1$ sec. are priority assumed. The exciter model is stated in (11) by a gain $K_E$ and a time constant $\tau_E$. Commonly values of $K_E$ are in the range of 1 to 400 and the time constant $\tau_E$ is from 0.25 to 1.0 sec. In this work, $K_E = 1$ and a time constant $\tau_E = 0.4$ sec. are priority assumed. The generator model is linearized and expressed in (12). A gain $K_G$ may vary between 0.7 to 1.0, and the time constant $\tau_G$ between 1.0 to 2.0 sec. In this work, $K_G = 1$ and a time constant $\tau_G = 1$ sec. are set as a priority. Finally, the sensor model is a simple first-order transfer function as stated in (13) with a gain $K_R$ and the time constant $\tau_R$ ranging from 0.001 to 0.06 sec. In this work, $K_R = 1$ and $\tau_R = 0.01$ sec. are assumed.

\[ \frac{V_f(s)}{V_r(s)} = \frac{K_A}{1 + \tau_A s} \]
\[ \frac{V_f(s)}{V_r(s)} = \frac{K_E}{1 + \tau_E s} \]
\[ \frac{V(s)}{V_f(s)} = \frac{K_G}{1 + \tau_G s} \]
\[ \frac{V(s)}{V_r(s)} = \frac{K_R}{1 + \tau_R s} \]

Based on the multiobjective optimization context, more than one objective function needs to be performed. In the control application, a step response of the system consists of rise time ($t_r$), peak time ($t_p$), settling time ($t_f$) and maximum percent overshoot ($M_p$). Generally, both $t_r$ and $t_p$ are directly varied according to $t_v$. However, $t_f$ and $M_p$ affect the response. The time $t_r$ and $t_f$ tend to becomes small as $t_v$ decreases, the overshoot $M_p$ will increase and vice versa. The bi-objective function for designing PID controller of the AVR system by the mMATS in this work is performed as stated in (14), where $f_1(x)$ is the rise time ($t_r$) and $f_2(x)$ is the maximum percent overshoot ($M_p$).

\[ \begin{align*}
\min f(x) &= \{f_1(x), f_2(x)\}, \\
& \quad f_1(x) = t_r, \\
& \quad f_2(x) = M_p, \\
& \quad \begin{cases}
0 \leq K_p \leq 1.5, \\
0 \leq K_i \leq 1.0, \\
0 \leq K_d \leq 1.0
\end{cases}
\end{align*} \]

![Fig. 9 AVR system with PID controller.](image-url)
According to Fig. 9, the mMATS-based PID controller design is conducted for the AVR system. In this application, the search parameters of the ATS consisting of number of neighborhood members \( n \), search radius \( R \), BT and AR mechanisms are set as the recommendations in [20,21].

For mMATS, the search parameters are performed as the same values in section III. That are the MATS with 15 search paths, the DM mechanism with 3 states: (i) at 500\(^{th}\) iteration, reduces 15 to 10 paths, (ii) at 1000\(^{th}\) iteration, reduces 10 to 5 paths and (iii) at 1500\(^{th}\) iteration, reduces 5 to 1 path and a fixed number of iterations of 2000 is set as the TC. The mMATS algorithm for bi-objective optimal PID controller design of the AVR system was coded by MATLAB running on Intel Core2 Duo 2.0 GHz 3 Gbytes DDR-RAM computer.

After the searching process stopped, a set of non-dominated (optimal) solutions are successfully obtained by the mMATS as shown in Fig. 10. The estimated Pareto fronts plotted belonging to these non-dominated solutions of this design problem is also depicted in Fig. 10. It was found that the results obtained can perform tread-off phenomenal between the objective function \( f_1(x) \) and \( f_2(x) \) satisfactorily effectively. Three selected results from Fig. 10, i.e. \( \min f_1(x) \), \( \min f_1(x) & f_2(x) \), and \( \min f_2(x) \), are summarized in Table 3, where \( t_r \) is settling time and \( e_{ss} \) is steady-state error. Referring to Table 3, step response of the AVR system without PID controller is depicted in Fig. 11. The uncontrolled system response (blue-dashed line in Fig. 11) provides \( t_r = 0.43 \) sec., \( M_p = 53.62\% \), \( t_s = 8.66 \) sec. and \( e_{ss} = 9.09\% \), respectively. With PID controller designed by the mMATS, the step responses of the controlled AVR system with PID controllers corresponding to Table 3 are also depicted in Fig. 11. In case of \( \min f_1(x) \), the system response (pink-solid line in Fig. 11) provides the fastest response with \( t_r = 0.20 \) sec., \( M_p = 20.12\% \), \( t_s = 1.34 \) sec. and \( e_{ss} = 0.00\% \), respectively. In case of \( \min f_1(x) & f_2(x) \), the system response (black-solid line in Fig. 11) gives the compromised response with \( t_r = 0.27 \) sec., \( M_p = 8.65\% \), \( t_s = 1.53 \) sec. and \( e_{ss} = 0.00\% \), respectively. Finally in case of \( \min f_2(x) \), the system response (red-solid line in Fig. 11) offers the response without overshoot with \( t_r = 0.49 \) sec., \( M_p = 0.00\% \), \( t_s = 2.21 \) sec. and \( e_{ss} = 0.00\% \), respectively. These results assure the perfectly tread-off phenomenal between \( t_r \) and \( M_p \). For overall results obtained, the mMATS can vary satisfactory provides the optimal PID controllers for the AVR system based on the proposed bi-objective optimization approach.

![Fig. 10. Pareto front of AVR system design.](image)

### Table 3. Results of PID design problem by mMATS

<table>
<thead>
<tr>
<th>Entry</th>
<th>PID controllers</th>
<th>Response specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( K_p )</td>
<td>( K_i )</td>
</tr>
<tr>
<td>( \min f_1 )</td>
<td>1.39</td>
<td>0.98</td>
</tr>
<tr>
<td>( \min f_1 &amp; f_2 )</td>
<td>0.98</td>
<td>0.72</td>
</tr>
<tr>
<td>( \min f_2 )</td>
<td>0.66</td>
<td>0.41</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

The multiobjective multipath adaptive tabu search (mMATS) has been proposed to design the optimal PID controller of AVR system based on bi-objective optimization. In TS family, the TS, ATS, MATS and mMATS have been consecutively developed to be one of the most powerful metaheuristic optimization search
techniques. In this paper, algorithms of TS, ATS and MATS have been reviewed, whereas algorithms of mMATS have been presented. To perform its effectiveness over multiobjective optimization problems, the mMATS has been evaluated against four standard multiobjective test functions. Results obtained by the mMATS have been compared with those obtained by three well-known algorithms, i.e. VEGA, NSGA-II and DEMO. As results, it was found that the mMAST could provide optimal solutions superior to other algorithms with shortest search time consumed. Moreover, the mMATS has been applied to design an optimal PID controller of the AVR system considered as bi-objective optimization problem. Results obtained shown that the mMATS could effectively design optimal PID controllers of the AVR system. A set of non-dominated (optimal) solutions of the PID design problem are successfully obtained by the proposed mMATS with bi-objective optimization approach. Step responses of the controlled AVR system with PID controllers were very satisfactory.
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