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Abstract—In the recent year gesture recognition has become the most intuitive and effective communication technique for human interaction with machines. In this paper we are going to work on hand gesture recognition and interpret the meaning of it from video sequences. Our work takes place in following three phases: 1. Hand Detection & Tracking 2. Feature extraction 3. Gesture recognition. We have started proposed work with first step as applying hand tracking and hand detection algorithm to track hand motion and to extract position of the hand. Trajectory based features are being drawn out from hand and used for recognition process and hidden markov model is being design for each gesture for gesture recognition. Hidden Markov Model is basically a powerful statistical tool to model generative sequences. Our method is being tested on our own data set of 16 gestures and the average recognition rate we have got is 91%. With proposed methodology gives the better recognition results compare with the traditional approaches such as PCA, ANN, SVM, DTW and many more.

Index Terms—Haar Cascade, Adaboost Algorithm, Hidden Markov Model, Douglas Peucker Algorithm.

I. INTRODUCTION

In recent years human and machine communication plays an important role to develop various fields like security, industries, hospitals, automation. In our daily routine work gestures are helpful for the handicapped peoples and old peoples to do their work without taking help of others and dumb person can easily express their feelings and emotion with others. Gesture recognition has played an important role in the field of research and become the important part of HCI (human computer interaction) [1]. In past years people are using touchable devices for giving input to the system like keyboard, mouse, and remote control so on [12] but now days they got change to untouchable devices we called it gesture. In market other than gesture recognition based devices are available but due to uncomforness such devices are not popular.

There are many approaches for it some used wearable devices like gloves, helmets and for depth images they are using sensing rings. But human don’t want to wear all these devices as it creates irritation to the people many times to wear them. So vision based gesture recognition is being used to overcome from this difficulty. We can use hand gesture for robot control, augmented reality, in mobile phones, in home tasks etc. Gestures can be takes place in two classes’ first one static and second is dynamic. On the basis of this recognition takes place in two ways like static hand posture recognition, dynamic hand gesture recognition. In spite of static hand gestures [18, 19] dynamic hand gestures gives good communication results with the help of motion information and some gestures are based on RGB-D sensors [17]. Approaches for hand gesture recognition are classified as vision based and data gloves based [1, 12, 13]. Glove based approach is being employ for the purpose of gesture recognition with the support of data gloves. Proposed work is based on hand movements because hand is suitable for movement in direction easily comparatively to other body parts. Many real life applications takes place with the help of dynamic hand gestures like sign language recognition and for controlling the computer and many more.

In this paper our work is totally concentrated on dynamic hand gestures recognition which is based on the hand movements. Tracking takes place to handle the dynamic hand gesture. Dynamic hand gesture is based on four features velocity, shape, orientation and location. Hand motion can be known as points sequence with centroid of person’s hand performing the gestures. We trained gesture using HMM and creates a model for each gesture. Hand gesture recognition takes place using those trained gestures. Speech processing, Signal processing also takes place using HMM. Here markov model is used for getting information of the documents.

II. STATE OF ART

In previous years detection of hand gestures takes place with the help of mechanical devices to get information about the hand position and orientation for example data gloves. Vision- based gesture recognition replaces the use of wearable devices. It is more users friendly. It is on high demands for the dynamic hand gesture recognition. Basically there are three modules of gesture recognition pre-processing, tracking and recognition. For the tracking purpose there are many methods given by the researchers such as Viola Jones based classifier, it gives more robust
results for pattern detection [8]. Haar cascade classifier is more robust to detect in noise and all. Many researchers give different approaches for the work like PCA, HMM, SVM etc. The approach given by Chen-Chiung Hsieh et. al is based on MHI (motion history image) [3]. In this method silhouettes can be used to get the image of a person in a single template form. Four features are used by them to recognize the gesture they are velocity, position, shape and orientation. Work takes place on real time platforms also.

The approach given by Yang Zhong et. al is based on HMM [4]. Skin color segmentation is used here for computing the hand image sequence. Features used by them are hand position, size, shape, velocity. After that data aligning algorithm is being applied to align feature vector sequences for the purpose for training. Then HMM model is being implemented for each gesture and results are accurate and effective.

S.M. Shitole et. al [5] implemented a technique based on three methods PCA, Pruning and ANN. Here the work is done in two ways first on the basis of color marker and second on the basis of non color marker. The system which is using color marker PCA algorithm is applied and system which doesn’t use color marker Pruning and ANN are used. In past years people are using speakers operated with the help of multiple devices like keyboard, mouse and so on but Charade et. al [12] uses hand gestures for operating all this and all the presentations. By doing this literature survey we see that the work done by the researchers proves that hand gestures can be practically used in various applications like power point control, vlc player control, in virtual avatars and many more.

III. PROPOSED METHODOLOGY

There are three stages for the completion of our work as given in figure:
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Fig. 1. Stages of method use

On the basis of literature survey we decide to work with the Viola Jones algorithm and then we used the Camshift algorithm [6, 20] for the purpose of tracking. For extracting the feature we used Douglas Peucker algorithm [7] so that we can able to find out the critical points by which we can able to find out the angle by the movements of the hand. We start by setting the first frame taken by the camera as a background image and then after detecting the hand we apply the background elimination. At the last stage for finding the hand we use the Viola Jones detector and the Viola Jones region. By utilizing the detector and tracker we are able to avoid the ingeminate search of the same frame. When we got any action image of the hand we locked it until the other scheme takes place.

We have train a cascade of features we use it for finding and classifying the object. There are some features which we had taken in cascade so the window will be chosen and classified; the object is being seeked only if it sustains all the features which is taken in the cascade. It represents that most of the windows will not stay for long time and they can dismissed in a short time. By this we can search out the whole image. For making the classification even more robust overlapping windows is then moved and resized after some pattern and then tested against the cascade again. Sometimes we face a question about the image with maximum probability is really an object or not because of in excess overlapping in some particular part of image. For filtering out matches with too much overlaps we apply another threshold value.

The threshold value is totally depends upon the quality of the cascade means the features we have taken. After getting the region of interest, we applied the background elimination algorithm to eliminate the background. Then we applied Camshift algorithm [6, 20] to keep track on the notion of hand.

After getting the track on hand then there is task to get trajectory of motion. We took centre of the ellipse that bound the hand and mark its trajectory. Now we get a sequence of very large points but there will be error due to webcam used and due to the Camshift algorithm. To reduce that error and to reduce memory we used Douglas Peucker algorithm it will not take that points whose Euclidean distance are less than some epsilon and we only take changes into account.

Our work is going to pursue in three modules first one is hand detection and tracking, second is features extraction and third one is gestures recognition. We have taken 16 dynamic hand gestures in our work which includes numbers 0 to 9, circle, x, y, l, rectangle, waving hands.

In Viola Jones we basically use only 5 types of feature. Every feature is being computed as the sum of addition and subtraction of rectangular pixel that summation is being compared by the threshold value is being computed when the training takes place. It is seen that the small number of features can be used to create good classifier [8].
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Fig. 2. Haar like features by Viola Jones [8].
Hand detection and tracking: In this first module we have to find out the Haar like features [14] consist of black and white jointed rectangles. Mathematically formula for Haar like feature is given by equation (1):

\[ h(x) = \sum_{black\;rectangle} \text{pixel grey level} - \sum_{white\;rectangle} \text{pixel grey level} \]

We make the use of integral images for finding the rectangle of Haar like feature with the help of integral images. The images holding the Haar like features are being examined with the support of sub-window for the detection of hand. Weak classifier can be computed by using Haar like features. Mathematically it is written as equation (2). Where \( f_j(x) \) represents the weak classifier.

\[ f_j(x) = \begin{cases} 1 & \text{if } p_j h_j(x) < p_j \theta_j \\ 0 & \text{otherwise} \end{cases} \]

We take the center point of the hand and in the sequence we join these points to every frame. Center point of hand can be calculated with the help of moments [15] of pixels in hand’s regions. Which is given by the equation (3):

\[ X_i = \sum_{x,y} X_i Y_j I(x,y) \]

Steps for Camshift algorithm:

Step 1. Select the search windows initial location.
Step 2. Calculate mean value with in the window.

Step 3. At calculated mean value in step 2 we centre the search window.
Step 4. Repeat step 2 & 3 for some epochs.
Step 5. Now we have to compute zeroth moment have to set the size of search window equal to zeroth moment function.
Step 6. Repeat step 4 & 5 till the pre set threshold value is more than mean value moves.

Feature Extraction:

Feature extraction process is based on two modules first one is trajectory parameter. In this we take the center point of the hand and in the sequence we join these points to every frame. Center point of hand can be calculated with the help of moments [15] of pixels in hand’s regions. Which is given by the equation (4):

\[ M_{ij} = \sum_{x,y} X_i Y_j I(x,y) \]

Where \( X \) and \( Y \) gives us the range of the hand region and \( I(X, Y) \) represents the pixel value of image. So the center point of hand is given by the equation (5):
We have lots of frames but all of them don’t match the sequence which we got for the gesture. Second is the trajectory approximation when we are moving our hand for gesture recognition we see that the movement of hand is not so fast so it does not change frame to frame too much. So we can take only few frames for gesture recognition as there is no need to take all the frames. Douglas Peucker algorithm is being used for observing points of key trajectory. So here we got two points starting point and the ending point and having a threshold value so in between the value which comes close to the threshold value we discard it and which is under threshold value we consider it in the sequence and make a smooth curve with it. The codeword input is being calculated with the help of angle and angle can be calculated by using the equation (6)

\[
\text{Angle} = \tan^{-1}\left(\frac{Y_2 - Y_1}{X_2 - X_1}\right)
\]
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\(S_1,\.\.\.S_N \in \{1,\.\.\.M\}\) where \(M\) represents the number of states.

\(O_1,\.\.\.O_N \in \text{(discrete, real)}\) showing that the observation can be discrete or real.

\[ P(O_1,\.\.\.O_N) = P(S_1)P(o_1|S_1)\prod_{t=2}^{N}P(S_t|S_{t-1})P(o_t|S_t) \]

The above stated eq. 6 represents the factorization which the graph model shown in Fig. 7 corresponds.

The HMM parameters in the above equation are -

\begin{align*}
\text{Transition probability:} & \quad A(s_i, s_j) = P(S_{t+1} = j | S_t = i) \quad \text{for} \quad i, j \in \{1,\.\.\.M\} \\
\text{Emission probability:} & \quad B(o_t) = P(O_t | S_t = i) \quad \text{for} \quad i \in \{1,\.\.\.M\} \\
\text{Initial probability:} & \quad \pi_i = P(S_1 = i) \quad \text{for} \quad i \in \{1,\.\.\.M\} 
\end{align*}

The joint distribution on all the variables will be
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know that we have given the observations of the gestures and by this we create a model \((A, B, \pi)\) which maximizes the probability of given observations. By this we can train different gesture with the help of Baum-Welch training algorithm. The Baum-Welch algorithm makes use of forward-backward algorithm.

The forward-backward algorithm is known as dynamic programming implementation algorithm. It is implemented as a part of hidden markov model. The values of hidden variables of HMM required estimation. Posterior probabilities of these variables are being calculated by using forward-backward algorithm. Let the hidden variables be \(S_i \in \{S_1, \ldots, S_k\}\), and transition/mass function with values \(o_{1:t} = o_0, \ldots, o_t\). Then this algorithm evaluates the probability distribution \(P(S_t|o_{1:t})\).

Two steps of recursion or initialization is being taken by the algorithm. In first step we take the forward values and in next step we take backward values. Due to this reason we called it forward-backward algorithm. This algorithm is used in speech processing here it creates HMM modeling takes place for large amount of data. The Hand gesture recognition can be known as finding the maximum likelihood of given model \((A, B, \pi)\) and the observations \(o_{1:t} = o_0, \ldots, o_t\). The maximum likelihood value for the model \((A, B, \pi)\) and observation \(o_{1:t}\) is given by \(P(O|A)\). Hand recognition takes place by calculating the maximum likelihood \(P(O|A)\) for all the model \(A, B, \pi\) given the observations \(o_{1:t} = o_0, \ldots, o_t\). The model having highest likelihood is taken as model to which input gesture belongs. In this model we can see the output of the state but cant able to see the state directly. By the word hidden we came to cognize that here we don’t cognize the parameters of the model we just have sequence through which model has passed. When we got the trajectory after completing tracking algorithm, with the help of HMM we calculate the probability for every gesture by taking features which are extracted. Hidden markov model \([10, 15, 16]\) is being implemented for solving the three problems which takes place for completing the markov process

a. Decoding: More likely parse sequence is found here.

b. Evaluating: compute the likelihood that the sequence is generated by a model. We employ Forward and Backward algorithm \([10]\) for overcome this problem.

c. Learning: Maximization of the output probability of bring forth the symbol sequence. Baum-Welch algorithm \([10]\) is being implemented for solving this problem.

After the completion of the training process for each gesture we are able to recognize the gesture which corresponds to maximum likelihood of 16 HMM model by using viterbi algorithm. Figure (5) shows the time sequence of image modeling in hidden markov model. Where \(f\) represent the frame and HMM1 to HMM 9 and so on are models for each gesture.

### IV. Experimental Results

2 GB. Input is taken with the help of webcam. We have taken 16 gestures for the work. Accuracy rate is totally different for each gesture. In our work we have taken 160 video sequences for making cascade, we use 40 for training and 20 for testing. Video sequences are having positive and negative samples. Now we train each gesture using HMM and design HMM model for each gesture and test on real time. The whole result of the recognition is given in a table 1 with the help of percentage. The system will able to track and recognize the following gestures:

- User drawing number 0 with the help of hand movement in the air. Same thing happen with all other numbers from 1-9.
- User made waving hand as hand waving.
- User made x, y, z, circle, rectangle in the air with the help of hand movements.

There are some gestures here in which the motion of the hands is same so it becomes difficult to separate those gestures. But our algorithm works on it quietly and resolves this problem. Image representation of few of the gesture from all the gestures we have taken.

In table 1 we have compared our methodology with other method for few gestures. We see there that our method gives us more accuracy rate as compare to both two methods. So the recognition rate for Pruning is 84% \([5]\), for ANN its 86% \([5]\) and for our methodology average recognition rate is 94% for those five gestures and 91% for all gestures.
Table 1. Result of classifier

<table>
<thead>
<tr>
<th>Gestures</th>
<th>Correct rate % for Pruning method</th>
<th>Correct rate % for ANN method</th>
<th>Correct rate % for Our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>90</td>
<td>90</td>
<td>94</td>
</tr>
<tr>
<td>1</td>
<td>80</td>
<td>80</td>
<td>92</td>
</tr>
<tr>
<td>2</td>
<td>85</td>
<td>90</td>
<td>96</td>
</tr>
<tr>
<td>3</td>
<td>ND</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>4</td>
<td>ND</td>
<td>ND</td>
<td>86</td>
</tr>
<tr>
<td>5</td>
<td>ND</td>
<td>ND</td>
<td>94</td>
</tr>
<tr>
<td>6</td>
<td>ND</td>
<td>ND</td>
<td>94</td>
</tr>
<tr>
<td>7</td>
<td>ND</td>
<td>ND</td>
<td>98</td>
</tr>
<tr>
<td>8</td>
<td>ND</td>
<td>ND</td>
<td>86</td>
</tr>
<tr>
<td>9</td>
<td>ND</td>
<td>ND</td>
<td>90</td>
</tr>
<tr>
<td>Y</td>
<td>ND</td>
<td>ND</td>
<td>84</td>
</tr>
<tr>
<td>Circle</td>
<td>ND</td>
<td>ND</td>
<td>92</td>
</tr>
<tr>
<td>Rectangle</td>
<td>ND</td>
<td>ND</td>
<td>78</td>
</tr>
<tr>
<td>Waving hands</td>
<td>ND</td>
<td>ND</td>
<td>90</td>
</tr>
<tr>
<td>X</td>
<td>ND</td>
<td>ND</td>
<td>94</td>
</tr>
<tr>
<td>L</td>
<td>75</td>
<td>80</td>
<td>98</td>
</tr>
</tbody>
</table>

With the help of this table we can able to make comparison between the accuracy rates of our methodology with other methodologies. In this table ND represents the work is not done on these gestures by given methods.

Confusion matrix represented by column chart in Fig. 4.4 shows a good result depicting 0.7 and above true positives for gesture recognition. Higher the true positives better is the performance of the algorithm.

V. APPLICATIONS

We configure our work with real time world activities. Here we control our system with the help of gesture each gesture used here for different – different task we map each gesture with some application of the system some of them are given below:

<table>
<thead>
<tr>
<th>Gesture</th>
<th>Work in real time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Open chrome window</td>
</tr>
<tr>
<td>9</td>
<td>Open the vlc player</td>
</tr>
<tr>
<td>4</td>
<td>Increase volume of vlc player</td>
</tr>
<tr>
<td>6</td>
<td>Open the office</td>
</tr>
</tbody>
</table>

As the given above are very few examples of gestures mapped with real life application there are many more gesture mapped with some application of the system.

VI. CONCLUSIONS & FUTURE SCOPE

In our work we have define a method for recognizing ten types of different hand gestures. The whole implementation is done by taking the most interactive
features of the hand. With the help of these features we are able to give the best result in gesture recognition. The overall features we have taken for each gesture help us to recognize the gesture easily and accurately. The accuracy rate of recognition of the gesture is high as compared to previous results. We are able to reduce the confusion problem which takes place between some few gestures so we are able to short out this problem by our work.

In order to further enhance the system performance there are certain research issues that need to be addressed. First we will extend this thesis work for video having cluttered background and illumination on variant background with different detection and tracking algorithm. Second the number of gestures can be increased. Third we will do this work for 3d image.
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