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Abstract — This article describes an ongoing research which 

intends to develop a plagiarism detection system for Arabic 

documents. We developed different heuristics to generate 

effective queries for document retrieval from the Web. The 

performance of those heuristics was empirically evaluated 

against a sizeable corpus in terms of precision, recall and f-

measure. We found that a systematic combination of different 

heuristics greatly improves the performance of the document 

retrieval system. 

 

Index Terms—Arabic Plagiarism Detection, Query Generation, 

Query Optimization, Document Similarity, Arabic Natural 

Language Processing 

 

I. INTRODUCTION 

Plagiarism occurs when someone uses the idea or work 

of another person without proper acknowledgement to the 

original source. With the advent of the Web, a great 

magnitude of information is available online thereby 

increasing the potential sources of plagiarism 

exponentially. The plagiarism problem has posed a 

significant threat to academic integrity and the 

widespread information has made the manual plagiarism 

detection almost impossible. Automatic plagiarism 

detection is developed and investigated  as a possible 

countermeasure. In the beginning, the plagiarism 

detection systems were mostly built to find plagiarism 

cases in programming languages, for example, Java; later 

on the research extended to tackle the plagiarism problem 

in natural languages, for example, English. 

We consider the problem of plagiarism detection as 

falling under the general problem of finding similarity 

among documents. The problem is well studied in the 

data/text mining and information retrieval domains [1, 2, 

3]. Given a text document, the task of a plagiarism 

detection system is to find if the document is copied 

partially or fully from other documents. Broadly, this task 

is divided into subtasks: extrinsic and intrinsic.  The 

extrinsic (also known as external) plagiarism detection 

uses different techniques to find similarities among a 

suspicious document and a reference collection  (see, for 

example, [4, 5, 6]). In this approach each document is 

represented as an n-dimensional vector where n  is the 

number of terms or some derived features from the 

document [7]. A number of measures are available to 

compute the similarity or dissimilarity between vectors 

including Euclidean distance, Minkowski distance, 

Mahalanobis distance, Cosine similarity, Simple 

Matching Coefficient, and Jaccard similarity. On the 

other hand, in intrinsic plagiarism detection, linguistic 

features that indicate writing style are used to detect style 

irregularities in a suspicious document in isolation, 

without taking a reference collection  into account  (see, 

for example, [8, 9]). 

We are in the process of developing an online 

plagiarism detection system for Arabic documents. The 

proposed plagiarism detection framework comprises of 

two main components, one global and the other local. 

The global component is heuristics-based, in which a 

given document (henceforth, potential plagiarized 

document) is used to construct a set of representative 

queries. These queries are then submitted to Google to 

retrieve candidate source documents from the Web. 

Finally, the local component carries out extensive 

similarity computations to detect if the given document 

was plagiarized from the documents retrieved from the 

Web. In this article, we describe our candidate retrieval 

approach, by presenting a number of heuristics which are 

developed to construct queries for document retrieval. 

The effectiveness of this approach is empirically 

evaluated against a sizeable corpus (details follow in 

Section IV). 

 

II. RELATED WORK 

A large body of work has been published on plagiarism 

detection [10-27]; for details, see [10]. Here we review a 

piece of work which is devoted to plagiarism detection in 

Arabic. 

Research in Arabic language reveals that Arabic is a 

highly inflected language, which constructs its 

vocabulary through a complicated derivational process 

using root words.  These morphological characteristics 

and various writing styles pose significant challenges in 

Arabic language analysis tasks [28-30], including  

plagiarism  detection. For example, the absence of the 

diacritics could lead to an ambiguous expression, making 

it extremely difficult to distinguish different words, even 

in a larger context. The lack of diacritics in most Arabic 

documents available on the Web is considered as a major 

challenge to many Arabic NLP tasks. 
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Very recently, some researchers have shown great 

interest to develop plagiarism detection systems for 

Arabic language [31-34]. S. Alzahrani and N. Salim 

developed an Arabic plagiarism detection system [31] 

which combines the fuzzy similarity model [35] and 

semantic similarity model derived from a lexical database 

[36]. First, they retrieve a list of candidate documents for 

each suspicious document using shingling and Jaccard 

coefficient, and then they make sentence-wise detailed 

comparison between the suspicious and associated 

candidate documents using the fuzzy similarity model. 

Their preliminary results indicate that fuzzy semantic-

based similarity  model can be used to detect plagiarism 

in Arabic documents. In another study, Bensalem and 

colleagues [33] have developed a system which uses 

various stylistic features to account for intrinsic 

plagiarism. The system was evaluated on a small corpus, 

so it is difficult to quantify its effectiveness. In yet 

another study, M. Menai [34] used a top-down  approach, 

whereby in a first step a global similarity is measured 

between a suspicious document and candidate documents. 

In a second step, a detailed analysis is done at paragraph- 

and sentence-level. 

Even though we have seen a reasonable work in Arabic 

plagiarism detection, the research in Arabic plagiarism is 

still in infancy. 

 

III. OUR CANDIDATE RETRIEVAL APPROACH 

A. Measure of Accuracy 

Before describing our proposed heuristics for candidate 

retrieval, we first sketch the concepts we shall be using to 

measure the performance of each heuristic.We measure 

the accuracy of a heuristic in terms of precision, recall 

and f-measure. In our definition of accuracy, a relevant 

URL is the label of the document available in the corpus 

from which queries are generated. Similarly, a retrieved 

URL is the one within top 10 hits returned by the search 

engine in response to the submitted query/queries. 

Accordingly, we define precision and recall as follows. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
|{𝑅𝑒𝑙𝑎𝑡𝑒𝑑 𝑈𝑅𝐿𝑠} ∩ {𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑈𝑅𝐿𝑠}|

|{𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑈𝑅𝐿𝑠}|
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
|{𝑅𝑒𝑙𝑎𝑡𝑒𝑑 𝑈𝑅𝐿𝑠} ∩ {𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑈𝑅𝐿𝑠}|

|{𝑅𝑒𝑙𝑎𝑡𝑒𝑑 𝑈𝑅𝐿𝑠}|
 

We believe that recall is more important to us than 

precision because if a document is missed at this stage, it 

cannot be included in the subsequent detailed similarity 

computation stage, thereby the accuracy of the whole 

system will be compromised. Accordingly, we use a 

weighted f-measure statistic with  = 0.25, strongly 

favoring recall. 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
(1 + ) ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
 

In all our heuristics, we seek to maximize the f-

measure: higher the f-measure value, better the heuristic 

and vice-versa. 

B. Optimal query length 

When submitting a query to a search engine, it is 

important to restrict query length to a reasonable number 

of words. This is because smaller queries result in high 

recall and low precision while large queries result in low 

recall and high precision. Larger queries thus seem to be 

the solution but there are two drawbacks: a) search 

engines limit the query length to a specified number of 

characters, and b) very large queries may result in no 

matching document Therefore, it is imperative to find the 

query length in a systematic way. 

We experimented with different query lengths varying 

from one word to ten words, where queries were 

generated by using three different heuristics: first 

sentence-based heuristic, keyword driven key-phrase  

based heuristic, and variance in readability scores across 

sentences (details follow). The combined performance 

averaged over all three heuristics is shown in Table 1 and 

Fig. 1. It is clear from Table 1 (and Fig. 1) that the best 

performance, in terms of f-measure, is achieved by 

queries of length five or six words. In what follows, we 

will be using queries of length five (words) only. It is 

interesting to note that for one-word long queries, recall 

is very low (just above 3.5%). This is because of our 

strict definition of retrieved document: we considered 

only top 10 documents returned by the search engine. For 

one-word long queries, most queries fail to retrieve the 

relevant document within top 10 hits. 

 
Table 1. Combined performance of heuristics at different query length 

(%) 

Query length Precision Recall F-Measure 

1 3.08 21.86 18.92 

2 4.86 72.87 47.02 

3 6.18 63.93 48.53 

4 14.72 47.38 49.31 

5 23.25 46.12 51.29 

6 35.74 43.28 50.29 

7 46.73 39.29 46.66 

8 53.92 31.84 38.38 

9 61.92 26.26 31.98 

10 67.38 17.15 21.10 

 

 

Fig. 1. Combined performance of heuristics at different query length (%) 
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C. Query generation heuristics 

Here we present different heuristics which were 

considered to construct queries for document retrieval. 

The performance of each heuristic was empirically 

evaluated against a sizeable corpus (corpus details follow 

in Section IV). 

1. Variance in readability scores across sentences 

Generally, it has been observed that plagiarists copy 

text from various sources and then edit the copied text. 

We hypothesize that in such a plagiarized document there 

would be significant variation in readability scores across 

different sentences in the document. We also hypothesize 

that such sentence-level variation can predict potential 

plagiarism. The main challenge is how to compute the 

readability score. We explored different readability 

formulas, including Flesch readability score (Equation 1) 

and Automated Readability Index (Equation 2). 

206.835 − 1.015 (
 𝑤𝑜𝑟𝑑𝑠

 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠
) − 84.6 (

 𝑠𝑦𝑙𝑙𝑎𝑏𝑙𝑒𝑠

 𝑤𝑜𝑟𝑑𝑠
)     (1) 

4.71 (
𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠

𝑤𝑜𝑟𝑑𝑠
) + 0.5 (

𝑤𝑜𝑟𝑑𝑠

sentences
) − 21.43            (2) 

Both Flesch readability score and Automated 

Readability Index are designed to gauge 

comprehensibility of a text: higher scores indicate that a 

text is easier to read, whereas lower scores indicate that a 

text is more difficult to read. Longer sentences yield low 

score, hence more difficult to comprehend, and vice-versa. 

In Arabic, it is difficult to identify syllables accurately. 

Since the Automated Readability Index does not depend 

on syllables and also it is computationally more efficient, 

we used it to compute the readability score of a sentence. 

We used the actual raw text (without any pre-processing) 

to find the total number of characters, the total number of 

words and the total number of sentences in a paragraph. 

Then the readability score of each sentence is computed 

using the Automated Readability Index. Those sentences 

whose score falls outside μ  2δ (μ: mean, δ: standard 

deviation) are counted as outliers. These outliers were 

then used to construct queries by taking the first five  

words of the sentence. The query words were enclosed in 

double quotes for an exact match (cf. Example 1). The 

total number of queries for our collection of selected 

documents varied between 3 to 7 per document; we 

submitted the first three queries for document retrieval. 

Example 1: " َتكِْنوُلوُجِيا الْمَعْلوُمَاتِ فيِ حَيَّاتنِاَ الْيوَْمِيَّة" 

("Information technology in our daily lives") 

2. Keyword driven key-phrase-based heuristic 

We hypothesize that frequency-based keywords in a 

document can be used to predict the signature of a 

document to effectively retrieve the potential source 

documents from the Web. We used a pre-processed 

document, in which punctuations and stop words were 

removed, and each word was lemmatized. We sampled a 

set of top N (N = 5 in this study) distinct keywords, based 

on the frequency of each word in the entire document. 

Then, for each keyword we constructed a phrase 

(henceforth key phrase) by taking two preceding and two 

succeeding words, at its first appearance in the original 

document (i.e., without preprocessing). If the keyword 

appeared at the beginning (or end) of a sentence, four 

preceding (or four succeeding words) words were used to 

construct the key phrase. This heuristic yielded five 

queries per document. Again, the query words were 

enclosed in double quotes for an exact matching (cf. 

Example 2, in which the keyword is underlined). 

Example 2: "جيل من الطلاب قادر على" ("A generation of 

students capable of") 

3. First-sentence-based heuristic 

We conjecture that the likelihood of the first sentence 

being plagiarized would be more as compared to the other 

sentences in the same paragraph. Therefore, we 

constructed a query by taking the first five words of the 

first sentence of each paragraph (cf. Example 3). The 

total number of queries for our collection of selected 

documents varied between 2 to 5 per document; we 

submitted all the queries generated for a given suspicious 

document for source document retrieval. 

Example 3: " خصائص مشتركة بين معالجات النصوص"    

("Common features between text processing tools") 

4. Random-sentence-based heuristic 

In this heuristic, N (N = 5, in this study) sentences 

were selected randomly from each document. Then, a 

query was constructed for each sentence by taking the 

first five words of the sentence, where the query words 

were enclosed in double quotes (cf. Example 4). In this 

study, the random-sentence based heuristic is taken as 

baseline. 

Example 4: ""الذي يساعد في اتخاذ القرارات  ("That helps in 

making decision") 

 

IV. EMPIRICAL STUDY 

A. Corpus 

We developed a corpus consisting of assignments 

submitted by students in an introduction to information 

technology course. The corpus statistics are displayed in 

Table 2. (The detailed methodology of corpus 

construction is reported elsewhere in [37].) The students 

were encouraged to use the Web and provide the URLs of 

the web pages consulted in solving the assignment. These 

URLs serve two purposes, one as a label indicating that 

the document is plagiarized from the Web, and two, to 

download the source document (webpage) from the Web, 

if possible, for further analysis. 

B. Methodology 

We developed an information retrieval system as 

shown in Fig. 2. The system takes a suspicious document 

d as an input and goes through the following steps to find 

potential source documents. 

 
Fig. 2. Information retieval system to search for source documents on 

the Web for a given suspicious document 
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Table 2. Corpus statistics 

Type Count Proportion 

Total documents in the corpus 1156  

Plagiarized documents 892 77.2% of total 

Not plagiarized documents 264 22.8% of total 

Documents plagiarized from the Web 718 80.5% of plagiarized 

Documents plagiarized from other sources 174 19.5% of plagiarized 

Documents plagiarized from the Web with source URL provided 551 76.7% of web plagiarized 

Documents plagiarized from the Web without source URL provided 167 23.3% of web plagiarized 

 

1. We start by pre-processing a suspicious document d. 

The original document d is tokenized and the 

stopwords are removed to generate d’. 

2. Different query generation heuristics are used to 

generate a set of queries Q from the given suspicious 

document d. The query generation module takes the 

document d, the pre-processed document d' and the 

query generation heuristic as input and returns a set of 

queries Q as output. In this study, we used 35 

documents plagiarized from the Web; the documents 

were selected pseudorandomly from our own corpus. 

The same 35 documents were used to generate queries 

by each heuristic. 

3. Google's custom search API was used to search Q on 

the Web. 

It is instructive to describe how the Google search API 

is used to retrieve the source documents from the Web. 

The Google search API needs API key, a search engine 

ID and a response format. We used a vendor provided 

API key and search engine ID, and the response format 

was set to JSON. With these credentials, each query 

(from the set Q) was then submitted to the Web in turn. 

For each query, the top 10 hits were saved for further 

analysis. In case there were fewer than 10 hits, all the 

returned documents were saved. Finally, the URL of each 

saved document, i.e. the relevant URL, was extracted for 

further analysis. We repeated this process for all queries 

generated by each heuristic in turn. 

C. Results and Analysis 

For each query, we recorded the relevant URL of the 

suspicious document (provided as a label in the corpus) 

from which the query was generated, the heuristic itself, 

and the retrieved URL (returned as a search result). The 

data were recorded for a set of 35 plagiarized documents. 

We report on precision, recall and f-measure of each 

heuristic. The results are shown in Table 3 and Fig. 3. 

 
Table 3. Performance of heuristics (%) 

Heuristic Precision Recall F-measure F-measure above baseline 

Random sentence (R) 16.36 14.75 17.46  

First sentence (F) 18.46 19.35 22.71 5.25 

Key phrases (K) 33.85 36.67 42.93 25.47 

Variance in RS (V) 26.57 22.17 24.7 7.29 

F + K 38.57 45.00 52.43 34.97 

F + V 27.14 31.67 36.89 19.43 

K + V 34.29 40.00 46.60 29.14 

F + K + V 36.25 48.33 55.77 38.31 

 

 

Fig. 3. Performance of heuristics (%) 

 

We also combined the results of the individual 

heuristics, excluding the random-sentence based heuristic, 

which we considered as baseline. It is clear that a 

combination of these heuristics improves the f-measure 

(Table 3 and Fig. 3). For example, a combination of all 

three heuristics (F + K + V) gave much better results; in 

this case f-score is 38.31% above the baseline. This 

suggests that the different heuristics have different 

predictive power and a systematic combination of these 

heuristics can greatly improve the overall performance of 

the document retrieval component. It is also interesting to 

note that the results of the key-phrase based heuristic are 

heuristics are far better than the baseline results (25.47% 

above the baseline). However, the individual performance 

of the first-sentence based heuristic and the variance in 

readability score based heuristic is only marginally better 

than the baseline (5.25% and 7.29% above the baseline, 

respectively). 
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V. GENERAL DISCUSSION 

Automatic plagiarism detection is a well studied 

problem, however, the challenge still remains how to 

search the potential source documents in the first place 

from the Web before applying the detailed similarity 

analysis. Over the past one decade or so, researchers have 

focused on improving the quality of the Web search. This 

is important because different search engines not only 

place restrictions on the number of queries submitted to 

the Web per day, the search engines have to respond in 

interactive response time. Query optimization has been 

suggested as a countermeasure to combat these issues. In 

this study, we proposed different heuristics to generate 

effective queries for document retrieval. The results show 

that performance of each heuristic is above the baseline, 

the key-phrase based heuristic offering the best 

performance. The results also indicate that a combination 

of different heuristics greatly improves the performance 

of the document retrieval system. This study raised some 

interesting questions. 

1. Different search APIs are available but they have 

different limitations, including restrictions on the 

maximum number of queries per day, limited search 

results, and mostly confined to English language only. 

We explored the possibility of using Duck Duck Go 

[38], Faroo [39] and Blekko [40], and found that the 

Google's custom search API is the most suitable for 

our task. The Google search API allows a maximum 

100 queries per day for free, however, with a 

reasonable subscription this restriction is waived off. 

2. The documentation of Google search API reveals that 

the maximum allowed query length is 2048 characters. 

However, we observed that for Arabic, even for a 12-

words long query, the API throws a 'query too long' 

error. This is an important limitation. 

3. The Flesch readability formula uses syllables in its 

computation. However, we were unable to find a tool 

which could identify syllables accurately in Arabic. 

 

VI. CONCLUSION AND FUTURE WORK 

In this study, we developed different heuristics to 

generate effective queries for document retrieval. These 

heuristics include key-phrases informed by frequency-

based keywords, variance in readability score and first 

sentence in a paragraph. The performance of these 

heuristics was empirically evaluated by using our own 

corpus in terms of precision, recall and f-measure. We 

found that individually the key-phrases based heuristic 

offers better performance, however, the overall 

performance of the document retrieval system greatly 

improves by combining the different heuristics. 

The work presented here is part of plagiarism detection 

system for Arabic documents. The present work only 

discusses the candidate document retrieval system. We 

intend to integrate this with a detailed similarity 

computation system to detect if a given document was 

plagiarized from the candidate documents retrieved from 

the Web. This would shed more light on the overall 

performance of our heuristic-based document retrieval 

approach for plagiarism detection. 
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