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Abstract— In this paper, a method for solving a class of nonlinear optimal control problems is presented. The method is based on replacing the dynamic nonlinear optimal control problem by a sequence of quadratic programming problems. To this end, the iterative technique developed by Banks is used to replace the original nonlinear dynamic system by a sequence of linear time-varying dynamic systems, then each of the new problems is converted to quadratic programming problem by parameterizing the state variables by a finite length Chebyshev series with unknown parameters. To show the effectiveness of the proposed method, simulation results of a nonlinear optimal control problem are presented.
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I. INTRODUCTION

Many direct methods have been developed to solve the nonlinear optimal control problems. All direct methods are based on converting the dynamical optimal control problem into static optimization problem. These methods are either based on discretization [1,2] or on parameterization. The parameterization can be implemented by parameterizing the state variables [3-5], control variables [6,7] or both the state and control variables [8,9].

Jaddu [3-5] proposed a method to solve the nonlinear optimal control problem using the quasilinearization and the Chebyshev polynomials. In [10-14] Banks and his coauthors developed a method to deal with the nonlinear systems by means of iterative approach.

In this paper, we propose a new method based on the Banks iterative technique to replace the nonlinear optimal control problem by sequence of linear time-varying quadratic optimal control problems. Then each of these problems is converted into quadratic programming problem. To this end, the Chebyshev polynomials are used to approximate the state variables. The proposed method in this paper is classified as a direct method. Approximating the state variables has the following advantages [3]: (1) There is no need to integrate the system state equations as in control parameterization. (2) The number of unknown parameters is smaller compared with control-state parameterization. (3) The state constraints can be handled directly; an example of this in this work is the approximation of the initial condition vector.

This paper is organized as follows: In section 2, the problem treated in the paper is stated. Section 3, shows how to apply the Banks iterative method on the problem of section 1. Section 4 describes the state parameterization and the approximation by Chebyshev polynomials. In addition, this section, shows the transformation of the dynamic optimal control problem into quadratic programming problems. Section 5 shows the simulation results of the Van der Pol oscillator optimal control problem and compares the results obtained using the proposed technique with other techniques. In section 6 some conclusion remarks are presented.

II. PROBLEM STATEMENT

The optimal control problem treated in this paper can be stated as follows: Find an optimal controller \( u^*(t) \) that minimizes the following performance index

\[
J = \int_0^T (x^T Q x + u^T R u) \, dt
\]  

subject to the constraints of the system state equations and initial conditions given by,

\[
\dot{x} = A(x) x + B(x) u \quad x(0) = x_0
\]

where \( Q \) is a positive semidefinite matrix, \( R \) is a positive definite matrix, \( x \in R^n \) is the state vector, \( u \in R^m \) is the control vector, \( x_0 \in R^n \) is the initial condition vector.

This problem will be solved by converting the nonlinear quadratic optimal control problem into a sequence of quadratic programming problems, which are easier to solve. The solution is based on using the iteration technique, which will replace the nonlinear quadratic optimal control problem into equivalent sequence of linear time-varying quadratic optimal control problems. Then, each of these problems will be solved by converting it into a quadratic programming problem by using state parameterization via Chebyshev polynomials.

III. BANKS ITERATIVE TECHNIQUE

In this section, the iterative technique developed by Banks [10-14] is applied on the problem (1)-(2) to convert this problem into a sequence of linear time-varying quadratic optimal control problems as follows:
For $i=0$

Minimize

$$J^{[0]} = \int_0^{t_f} (x^{[0]}(t)^T Q x^{[0]}(t) + u^{[0]}(t)^T R u^{[0]}(t)) dt$$  \hspace{1cm} (3)

subject to the following state equations and initial conditions

$$\dot{x}^{[0]} = A(x_0)x^{[0]} + B(x_0)u^{[0]} \hspace{1cm} x^{[0]}(0) = x_0$$  \hspace{1cm} (4)

and for $i \geq 1$

Minimize

$$J^{[i]} = \int_0^{t_f} (x^{[i]}(t)^T Q x^{[i]}(t) + u^{[i]}(t)^T R u^{[i]}(t)) dt$$  \hspace{1cm} (5)

subject to the following state equations and initial conditions

$$\dot{x}^{[i]} = A\left( x^{[i-1]}(\tau) \right) x^{[i]} + B\left( x^{[i-1]}(\tau) \right) u^{[i]} \hspace{1cm} x^{[i]}(0) = x_0$$  \hspace{1cm} (6)

Each of the linear time-varying quadratic optimal control problem (3)-(6) is converted into a quadratic programming problems by applying the state parameterization technique using Chebyshev polynomials. Therefore, the time interval $\tau \in [0, t_f]$ should be changed to $\tau \in [-1, 1]$ because Chebyshev polynomials are orthogonal when defined of the interval $[-1, 1]$. This will transform the problem (3)-(6) into

For $i=0$

Minimize

$$J^{[0]} = \frac{t_f}{2} \int_{-1}^{1} (x^{[0]}(\tau)^T Q x^{[0]}(\tau) + u^{[0]}(\tau)^T R u^{[0]}(\tau)) d\tau$$  \hspace{1cm} (7)

subject to:

$$\frac{dx^{[0]}(\tau)}{d\tau} = \frac{t_f}{2} \left[ A(x_0)x^{[0]}(\tau) + B(x_0)u^{[0]}(\tau) \right]$$

$$x^{[0]}(-1) = x_0$$  \hspace{1cm} (8)

and for $i \geq 1$

Minimize

$$J^{[i]} = \frac{t_f}{2} \int_{-1}^{1} (x^{[i]}(\tau)^T Q x^{[i]}(\tau) + u^{[i]}(\tau)^T R u^{[i]}(\tau)) d\tau$$  \hspace{1cm} (9)

subject to:

$$\frac{dx^{[i]}(\tau)}{d\tau} = \frac{t_f}{2} \left[ A\left( x^{[i-1]}(\tau) \right) x^{[i]}(\tau) + B\left( x^{[i-1]}(\tau) \right) u^{[i]}(\tau) \right]$$

$$x^{[i]}(-1) = x_0$$  \hspace{1cm} (10)

IV. CHEBYSHEV APPROXIMATION

To convert each of the optimal control problems (7)-(10) into a quadratic programming problem, a set of the state variables are approximated by a finite length Chebyshev series with unknown parameters. Then, the remaining states and control variables are determined as a function of the unknown parameters of the approximated state variables from the state equations (8) and (10). In [15] a detailed description of how to apply the state parameterization using Chebyshev polynomials is presented.

Applying the method described in [15], the state variables can be approximated by using the Chebyshev polynomials of the first type as follows

$$x_j = \frac{a_j}{2} + \sum_{i=1}^{N} a_i^{(j)} T_i(\tau) \hspace{1cm} j = 1, 2, \ldots, n$$  \hspace{1cm} (11)

where $N$ is the length of the approximated series which depends on the required accuracy; large values of $N$ yield good accuracy at the expense of computational time and vice versa, $a_j$ are the unknown parameters and $T_i$ is a first type Chebyshev polynomial of order $i$. The control variables are obtained from the system state equations as a function of the state variables unknown parameters. These control variables can be rewritten in terms of a finite length series of Chebyshev polynomials with unknown parameters $b_l$ as follows

$$u_l = \frac{b_l}{2} + \sum_{i=1}^{N} b_i^{(l)} T_i(\tau) \hspace{1cm} l = 1, 2, \ldots, m$$  \hspace{1cm} (12)

where the unknown parameters $b_i^{(l)}$ are function of the state variables unknown parameters $a_i^{(j)}$.

In state parameterization, it is necessary to obtain the derivative of the state variables. This can be done using Chebyshev polynomials differentiation properties as follows [16]

$$\dot{x}_j(\tau) = \frac{a_j}{2} + \sum_{i=1}^{N} \dot{a}_i^{(j)} T_i(\tau) \hspace{1cm} j = 1, 2, \ldots, n$$  \hspace{1cm} (13)

where

$$\dot{a}_{N-1} = 2N a_N$$

$$\dot{a}_{N-2} = 2(N-1)a_{N-1}$$

$$\ddot{a}_r = \dot{a}_{r+1} + 2r a_r, \hspace{0.2cm} r = 1, 2, \ldots, N - 2$$  \hspace{1cm} (14)

Equation (10) shows that the two matrices $A(x^{[i-1]}(\tau))$ and $B(x^{[i-1]}(\tau))$ are a function of $\tau$, therefore it is necessary to express every element in both matrices in terms of a Chebyshev series of known parameters. To this end, let $A_{jl}(\tau) = g(x^{[i-1]}(\tau), \tau)$ be the $(j,l)$ element of the matrix $A(x^{[i-1]}(\tau))$ where $x^{[i-1]}(\tau)$ is the nominal trajectory of the previous iteration. Then the term $A_{jl}(\tau)$ can be expressed in terms of a Chebyshev series of known parameters of the form [16]

$$A_{jl}(\tau) = \frac{w_j}{2} + \sum_{i=1}^{N} W_i T_i(\tau)$$  \hspace{1cm} (15)

where

$$W_j = 2 \sum_{i=1}^{K} g(\cos(\theta_i)) \cos(j \theta_i)$$  \hspace{1cm} (16)
and \( \theta_i = \frac{2i-1}{2K}, i = 1,2,..., K \) and \( K > N \) (in this work we arbitrary set \( K = N + 5 \)). The same approximation can be done for the matrix \( B(x^{[i-1]}(\tau)) \).

Also equation (10) shows that \( A(x^{[i-1]}(\tau)) \), \( B(x^{[i-1]}(\tau)) \) are time-varying matrices expressed as a function of Chebyshev polynomials of the previous iteration. The matrix \( A(x^{[i-1]}(\tau)) \) is multiplied by \( x^{[i]} \), which is also expressed in terms of Chebyshev series with unknown parameters, and the matrix \( B(x^{[i-1]}(\tau)) \) is multiplied by \( u^{[i]} \), which is also expressed as a function of Chebyshev series with unknown parameters. Therefore, it is necessary to have a multiplication algorithm to multiply Chebyshev series. This algorithm is given as follows [3]:

Given two Chebyshev series

\[
X = \Sigma_{i=0}^{n} x_i T_i
\]

\[
Y = \Sigma_{j=0}^{m} y_j T_j
\]

Then the multiplication of these two Chebyshev series is a Chebyshev series of length \( n+m \) given by

\[
\Sigma_{k=0}^{n+m} z_k T_k
\]

where

\[
z_k = \frac{1}{2} \Sigma_{i=0}^{n} x_i y_{i-k} + x_i y_{i+k}
\]

The next step is to approximate the initial condition vector \( x(-1) = x_0 \) and since we are using state parameterization, this task becomes very easy. By substituting \( \tau = -1 \) into (11) and using the following Chebyshev initial value property [16],

\[
T_n(-1) = (-1)^n
\]

the initial condition vector is approximated as follows

\[
\frac{a_0}{2} - \frac{a_1}{2} + \frac{a_2}{2} + \cdots + (-1)^N a_N = x_j(-1) = 0
\]

The last step is to approximate the performance index \( J \). To do this, (11) and (12) are rewritten in matrix form

\[
\begin{bmatrix}
X_1 \\
X_2 \\
\vdots \\
X_n
\end{bmatrix} = \begin{bmatrix}
0.5a_0^{(1)} & a_1^{(1)} & \cdots & a_N^{(1)} \\
0.5a_0^{(2)} & a_1^{(2)} & \cdots & a_N^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
0.5a_0^{(n)} & a_1^{(n)} & \cdots & a_N^{(n)}
\end{bmatrix} \begin{bmatrix}
T_0 \\
T_1 \\
\vdots \\
T_n
\end{bmatrix} = A \begin{bmatrix}
T_0 \\
T_1 \\
\vdots \\
T_n
\end{bmatrix}
\]

\[
\begin{bmatrix}
u_1 \\
u_2 \\
\vdots \\
u_m
\end{bmatrix} = \begin{bmatrix}
0.5b_0^{(1)} & b_1^{(1)} & \cdots & b_N^{(1)} \\
0.5b_0^{(2)} & b_1^{(2)} & \cdots & b_N^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
0.5b_0^{(m)} & b_1^{(m)} & \cdots & b_N^{(m)}
\end{bmatrix} \begin{bmatrix}
T_0 \\
T_1 \\
\vdots \\
T_n
\end{bmatrix} = B \begin{bmatrix}
T_0 \\
T_1 \\
\vdots \\
T_n
\end{bmatrix}
\]

or in compact form

\[
x^{[i]} = S_1 T \\
u^{[i]} = S_2 T
\]

Substituting (25) into equation (7) (for the first iteration) or equation (9) (for the next iterations), we get

\[
f^{[i]} = \frac{1}{2} \int_{\tau} \left( T^T S_1^T Q S_1 T + T^T S_2^T R S_2 T \right) d\tau
\]

where \( f^{[i]} \) is the approximated value of \( f \) at iteration \( i \). By letting \( M = S_1^T Q S_1 \) and \( P = S_2^T R S_2 \) and noting that both matrices \( M \) and \( P \) are symmetrical, Jaddu [3,15] derived an explicit formula for the approximated performance index \( f^{[i]} \) given by,

\[
f^{[i]} = \int_{\tau} \left( \Sigma_{k=1}^{N+1} - 1 \frac{1}{2} \left( \hat{p}_{l,i+k} + m_{l,i+k} \right) \left( -\frac{\tau}{(2i+1)^2} - \frac{1}{(2i+1)} \right) \right) d\tau
\]

where

\[
\hat{p}_{l,i+k} = \begin{bmatrix} P_{l,i+k} \\
\frac{p_{l,i+k}}{2} \\
k \neq 0 \\
k = 0
\end{bmatrix}
\]

\[
m_{l,i+k} = \begin{bmatrix} m_{l,i+k} \\
\frac{m_{l,i+k}}{2} \\
k \neq 0 \\
k = 0
\end{bmatrix}
\]

where \( k = 0,2,4,..., N (N \ even), \text{or } N - 1 (N \ odd) \) and \( P_{i,j}, m_{i,j} \) are the elements of the symmetrical matrices \( P \) and \( M \) respectively.

The performance index in (27) can be rewritten as,

\[
J = \frac{1}{2} a^T H a
\]

where

\[
a^T = \begin{bmatrix} a_0^{(1)} & a_1^{(1)} & \cdots & a_N^{(1)} \\
a_0^{(2)} & a_1^{(2)} & \cdots & a_N^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
a_0^{(m)} & a_1^{(m)} & \cdots & a_N^{(m)}
\end{bmatrix}
\]

is the unknown parameter vector and \( H \) is a positive definite [3] Hessian matrix given by

\[
H = \frac{\partial^2 f}{\partial a_i \partial a_j}
\]

where \( i,j = 0,1,..., N \) and \( k = 1,2,..., z \) is the number of directly approximated state variables.

The original nonlinear quadratic optimal control problem can now be restated as follows:

\[
\min_a \frac{1}{2} a^T H a
\]

subject to

\[
F_a a = b_i
\]

where the equality constraints are due to initial conditions and in some cases unsatisfied state equations.

The standard quadratic programming problem (32)-(33) can be solved using any available software package.

To solve the original nonlinear problem (1) - (2), we need to solve time-varying linear quadratic optimal control problem (7)-(10) iteratively until

\[
| f^{[i+1]} - f^{[i]} | < \epsilon
\]

is satisfied. In this work we consider \( \epsilon = 10^{-5} \).
Van der Pol Oscillator

Find an optimal controller $u^*(t)$ that minimizes the following performance index

$$J = \frac{1}{2} \int_0^T (\dot{x}_1^2 + x_2^2 + u^2) dt$$

subject to

$$\dot{x}_1 = x_2, \quad x_1(0) = 1$$

$$\dot{x}_2 = -x_1 + (1 - x_1^2) x_2 + u, \quad x_2(0) = 0$$

Using the technique in sections 3 and 4, the problem can be reformulated as:

for $i = 0$

Minimize

$$J^{[0]} = \frac{1}{2} \int_0^T (x_1^{[0]}(t))^2 + (x_2^{[0]}(t))^2 + (u^{[0]}(t))^2) dt$$

subject to

$$\dot{x}_1^{[0]} = x_2^{[0]}, \quad x_1^{[0]}(0) = 1$$

$$\dot{x}_2^{[0]} = -x_1^{[0]} + u^{[0]}, \quad x_2^{[0]}(0) = 0$$

and for $i \geq 1$

Minimize

$$J^{[i]} = \frac{1}{2} \int_0^T (x_1^{[i]}(t))^2 + (x_2^{[i]}(t))^2 + (u^{[i]}(t))^2) dt$$

subject to

$$\dot{x}_1^{[i]} = x_2^{[i]}, \quad x_1^{[i]}(0) = 1$$

$$\dot{x}_2^{[i]} = -x_1^{[i]} + \left(1 - \left(x_1^{[i-1]}(t)\right)^2\right) x_2^{[i]} + u^{[i]}$$

$$x_2^{[i]}(0) = 0$$

After changing the time interval $t \in [0, T]$ to the interval $\tau \in [-1, 1]$, $x_1(\tau)$ is approximated by a 9th order Chebyshev series, $x_2(\tau)$ is determined from (42) while $u(\tau)$ is determined from (40). The obtained values of $x_1(\tau), x_2(\tau)$ and $u(\tau)$ of the first iteration are substituted into (42)-(43) to solve for the next iteration, after approximating $x_1(\tau)$ by 9th order Chebyshev series, $x_2(\tau)$ and $u(\tau)$ are obtained from (42) and (43) respectively.

Table 1 illustrates the results of the optimal values of the cost function $J$ versus iteration $i$ for Chebyshev polynomial with $N = 9$ and $N = 15$. Table 2 shows the optimal values $J$ obtained using some other methods for comparison purposes.

Fig. 1 shows the optimal trajectories of the Van der Pol oscillator problem.
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VI. CONCLUSION

In this work, a method for solving a class of nonlinear quadratic optimal control problem has been proposed. This method is based on replacing the nonlinear state equation by a sequence of linear time-varying state equations and then parameterizing the system state variables by a finite length Chebyshev series with unknown parameters.

To show the effectiveness of the proposed method, a Van der Pol oscillator problem is solved and the simulation results obtained indicate that the proposed method gives good and comparable results with some other methods.
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