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Abstract— Methods of structural identification of static systems with a vector input and several nonlinearities in the conditions of uncertainty are considered. We consider inputs irregular. The concept of structural space is introduced. In this space special structures (virtual portraits) are analyzed. The Holder condition is applied to construction of sector set, to which belongs a virtual portrait of system of identification. Criteria of decision-making on a class of nonlinear functions on the basis of the analysis of proximity of sector sets are described. Procedures of estimation of structural parameters of two classes of nonlinearities are stated: power and a hysteresis.
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I. Introduction

Various approaches and methods are applied to identification of nonlinear static systems. In [1-3] the statistical methods based on the correlation and dispersive analysis are used. Application of adaptive methods of identification is considered in [4]. Wide application have genetic and network algorithms [5, 6] and their combinations with various methods of approximation [7, 8]. In [9, 10] the aprioristic information and the subsequent approximation on the set class of functions [2, 11, 12] is used. The choice of a class of nonlinear functions is not always given.

Difficulties of structural identification of static objects explain following factors [13]:

i) the system output is the integrated magnitude reflecting influence of set of input variables;

ii) absence of the methods, allowing to allocate necessary interrelations “input-output” for the purpose of classification of a form of nonlinearity. Approaches to an estimation of degree of nonlinearity of system are stated in [1, 3]. The solution of a problem of an estimation of degree of nonlinearity is a key to a choice of a class of nonlinear static models. It is based on application of a complex mathematical apparatus and do not allow to offer approaches to structural identification;

iii) attempt of the a priori representation of nonlinear structure [2, 14] on set of existing inputs within the limits of the parametrical approach demands a solution of a problem of a multicollinearity [14-16]. The problem is complicated, and it’s solution simple. It is explained by conditions of practical realization of models. This simple decision (exception of dependent variables) is applied widely in real control systems. But such approach does not allow to solve a problem of structural identification. Unfortunately, such interrelation not always is understood and in existing methods practically is not considered;

iv) application of parametrical methods on the specify class of polynomials [2, 17]. Efficiency of such approach depends on experience and intuition of the researcher. It demands performance of preliminary labour-consuming researches. Such approach does not allow to define nonlinearity structure in an explicit form. Wide application of parametrical methods in problems of structural identification explain their simplicity which in considered specific area not always gives effective results.

For the decision of the specified problems in [18] the methodology of structural identification of nonlinear static systems with a vector input in the conditions of uncertainty is offered. Systems can contain single-valued and multiple-value nonlinearities. In [19] the method of structural identification of nonlinear static systems on a class of single-valued nonlinearities with a vector input in the conditions of uncertainty is offered. On its basis the algorithm of decision-making on nonlinearity structure is developed. The decision is searched in special structural space [18]. The approach to structural identification of nonlinear systems with a vector input [18] has allowed to make the decision in the conditions of a multicollinearity [14]. Despite essential advancement in the given direction of researches there is a set of problems of structural identification of nonlinear systems.

One of such problems is decision-making in systems of structural identification about a class of nonlinear functions. The given problem in the conditions of uncertainty was not studied.
In work the decision of the given problem for static systems with a nonlinear input and several nonlinearities is given. For this purpose we work in special structural space (SS), which reflects properties of a nonlinear part of system. Into the SS work in structures $S_{k,e}^a$ (virtual portraits) [20]. We analyze properties $S_{k,e}^a$ on set of linear functions (secants). Offer a method of construction of sector sets, to which belongs $S_{k,e}^a$. Analyzing sector sets, we make the decision of a class of nonlinear functions (single-valued or multiple-valued). Unlike [18, 20] for construction of sector we use a Holder condition. Further we describe the criteria of decision-making, based on the theory of proximity of sets, and procedures of an estimation of structural parameters of nonlinear functions.

II. Problem Statement

Consider the system described by the equation

\[ y_n = A^T U_n + B^T f(U,n) + \xi_n, \]  

where $U_n \in R^k$, $y_n \in R$ are input and an object output; $u_{n} \in U_n$ is the limited irregular function depending from $n$ and possessing property limiting nondegenerate; $n \in J_n = [0, N]$ is discrete time; $A \in \Omega_\alpha \subset R^k$ is the vector of the parameters, belonging limited, but a priori to unknown area $\Omega_\alpha$; $B \in R^n$; $\xi_n \in R$ is a perturbation, $|\xi_n| < \infty$;

\[ f(U,n) = \begin{bmatrix} f_1(u_{p_1,n}), f_2(u_{p_2,n}), \ldots, f_m(u_{p_m,n}) \end{bmatrix}^T, \]

where $f_{p_i}(u_{p_i,n})$ is a limited function, $p_i \in [1, m]$, $m \leq k$.

For (1), (2) the information set is known

\[ I_o = I_o(y,U) = \{y_n, U_n, \ n \in J_n = [0, N]\} \]

and mapping corresponding to it

\[ \Gamma_o : \{U_n\} \rightarrow \{y_n\}, \ \forall n \in J_n \]

describing an observable information portrait [18].

It is necessary on the basis of the analysis (3) and $\Gamma_o$ to estimate structure of vector function $f(U,n)$.

III. Set for Estimation $f(U,n)$

For data acquisition for the decision of a problem of structural identification $f(U,n)$ we will use the approach offered in [18, 20]. Consider a variable $s_n = I^T U_n$, where $I \in R^k$ is an unit vector, and apply model $\hat{y}_{s,n} = \hat{a}_s s_n$. Define parameter $\hat{a}_s \in R$ from a condition

\[ \arg \min_{\hat{a}_s} (\hat{y}_{s,n} - y_n)^2 = \hat{a}_s^* \]

From made above assumptions estimation existence follows $\hat{a}_s$.

The variable $e_n = \hat{y}_{s,n} - y_n$ contains the data about nonlinear function $f(U,n)$. Generate set

\[ I_e = \{e_n, U_n, n \in N\}. \]

Such method of construction $I_e$ excludes domination of any input object.

Mapping $\Gamma_e : \{u_{n}\} \rightarrow \{e_n\}$ does not allow to solve a problem of structural identification of system [18]. Explain it to that $e_n \in R$ has irregular character and does not satisfy to Holder condition. We will write down this condition [21].

Let on a segment $[a,b]$ continuous function $z(x)$, belonging to limited set $\Omega$, is specify. Then function $z(x)$ satisfies to Holder condition of an order $\mathcal{G}$, if is such constant $\lambda$, that for any the $(x_1, x_2) \in [a,b]$ inequality is carried out

\[ |z(x_1) - z(x_2)| \leq \lambda |x_1 - x_2|^{\mathcal{G}}, \quad 0 < \mathcal{G} \leq 1. \]

As norm in (5) we use a maximum of the module of a difference of coordinates.

At $\mathcal{G} = 1$ from (5) receive Lipschitz condition. For irregular functions $\mathcal{G} \approx 0$. Sometimes (5) name the Holder-Lipschitz condition.

We explain irregular character of a variable $e_n \in R$ in the method of its reception. It does not allow to apply any regular procedures to the analysis $e_n$. Therefore to the decision a problem of structural identification apply results of processing of set $I_e$. Further we will offer algorithms of structural identification and decision-making on the basis of the set analysis $I_e(I_e)$.

Here we do not consider methods of an estimation of degree of nonlinearity of object (1), (2) and a choice of
arguments of a vector function \( f(U,n) \). They are described in [19]. Therefore further we believe, that the object is nonlinear. Let the subset \( U_n \subset U_n \), on which the vector function \( f(U,n) \) is defined, is known. Further we will consider function components \( f_i(U_n) \), having ordered in appropriate way vector elements \( \bar{U}_n \). We believe, that the index \( i \) not necessarily should coincide with number of an element of a vector \( U_n \).

IV. Decision-making on Class \( f_i(U_n) \)

Consider the structural space \( \mathcal{P} = (k_{e_i,n}, e) \), specify on set

\[
I_k = \left\{ k_{e_i,n}, e_n, i=1, m, n \in J_N \right\},
\]

where \( k_{e_i,n} \in R \) there is a coefficient of structural properties on a \( u_i \) system input

\[
k_{e_i,n} = k_{i,n} = \frac{e_n}{u_{i,n}}, \quad e_n \in R \quad \text{is a variable, reflecting a state of processes in nonlinear system of identification.}
\]

On \( J_N \) arrange \( k_{e_i,n} \) on increase. Generate set

\[
\left\{ k_{i,q}^v \right\}, \quad k_{i,q}^v = k_i(e^v, u_i, q), \quad q \in J_N = [0, N].
\]

The symbol \( v \) designates ordering of values \( k_{e_i,n} \). To everyone \( k_{i,q}^v \) there corresponds value \( e^v_q \), therefore we will receive

\[
I^v_k = \left\{ e^v_q, k_{i,q}^v, i=1, m, q \in J^v_N \right\}.
\]

Consider on \( I^v_k \) mappings \( \Gamma^v_{e_i,k} : \left\{ k_{i,q}^v \right\} \rightarrow \left\{ e^v_q \right\} \), \( i=1, m \) and structures corresponding to them \( S_{e_i,k}^v \). \( S_{e_i,k}^v \) reflects change of processes in nonlinear system of identification object. Properties \( S_{e_i,k}^v \) are researched in [18, 20]. The virtual structure \( S_{e_i,k}^v \) has universal character for single-valued and multiple-valued nonlinearities.

For development of criteria of decision-making on a class of nonlinearities execute clustering sets \( I^v_k \). Define the first difference \( \Delta u_{i,n} = u_{i,n+1} - u_{i,n} \) and \( I_e \) divide into two subsets

\[
I^v_e = I^v_{e,+} \cup I^v_{e,-},
\]

where

\[
\left\{ e_{n}^v, u_{n} \right\} \in I^v_{e,+} = \left\{ e_n \in R, u_{i,n} \in R \left| \Delta u_{i,n} > 0 \right. \right\},
\]

\[
\left\{ e_{n}^v, u_{n} \right\} \in I^v_{e,-} = \left\{ e_n \in R, u_{i,n} \in R \left| \Delta u_{i,n} \leq 0 \right. \right\},
\]

\# designates a cardinal number of set.

Generate the sets \( I^v_{e,+}(I^v_{e,+}), I^v_{e,-}(I^v_{e,-}) \) ordered on \( k^v_{i,q,k} \), \( k^v_{i,q,k} \). Consider the structure \( S^v_{e_i,k} \) set by mapping \( \Gamma^v_{e_i,k} \). In [19] it is shown, that for multiple-valued nonlinearities of the analysis \( S^v_{e_i,k} \) it can appear insufficiently for a structure estimation \( f_i(U_n) \). Therefore in [18] at the decision of a problem of structural identification of a hysteresis mapping \( \Gamma^v_{e_i,k} : \left\{ k_{i,q,k}^v \right\} \rightarrow \left\{ e_{i,q,k}^v \right\} \) and structure corresponding to it was applied \( S^v_{e_i,k} \).

Further we develop and generalize the given approach.

Consider sets \( I^v_{e,+}(I^v_{e,+}), I^v_{e,-}(I^v_{e,-}) \) and structures (virtual portraits) \( S^v_{e_i,k} \), \( S^v_{e_i,k} \) corresponding to them, described by mappings

\[
\Gamma^v_{e_i,k,+} : \left\{ k_{i,q,k}^v \right\} \rightarrow \left\{ e_{i,q,k}^v \right\},
\]

\[
\Gamma^v_{e_i,k,-} : \left\{ k_{i,q,k}^v \right\} \rightarrow \left\{ e_{i,q,k}^v \right\}.
\]

For each structure \( S^v_{e_i,k,+}, S^v_{e_i,k,-} \) find a secant

\[
\overline{\Gamma}_{i,q,k,+}^v = \overline{\Gamma}_{i,q,k,+}^v(e_{i,q,k}^v, k_{i,q,k}^v) = a_{i,q,k}^v k_{i,q,k}^v, \quad i=1, m,
\]

\[
\overline{\Gamma}_{i,q,k,-}^v = \overline{\Gamma}_{i,q,k,-}^v(e_{i,q,k}^v, k_{i,q,k}^v) = a_{i,q,k}^v k_{i,q,k}^v,
\]

\[
\overline{\Gamma}_{i,q,k}^v = \overline{\Gamma}_{i,q,k}^v(e_{i,q,k}^v, k_{i,q,k}^v) = a_{i,q,k}^v k_{i,q,k}^v.
\]

where \( a_{i,q,k}^v, a_{i,q,k}^v \) define by means of a least-squares method. We will designate coefficients of determination for secants \( \overline{\Gamma}_{i,q,k,+}^v, \overline{\Gamma}_{i,q,k,-}^v \) as \( r^2_{i,q,k,+}, r^2_{i,q,k,-} \). Factors \( a_{i,q,k}^v, a_{i,q,k}^v \) are estimations of average values

\[
\overline{u}_{i,q,k,+}, \overline{u}_{i,q,k,-}\text{ an input } u_{i,n} \text{ belonging to sets } I^v_{e,1}, I^v_{e,-}.
\]

Owing to an irregularity \( u_{i,n} \) these estimations can not coincide. We will designate the average value \( u_{i,n} \) re
ceived on the basis of processing $I_x$, as $\overline{u}_{x,n}$. Let exists such $\delta_x > 0$, that
\[
\left| a_{x,n}^v - \overline{u}_{x,n} \right| \leq \delta_x,
\tag{9}
\]

**Statement.** Let for object (1), (2) in space $\mathcal{P} = (k_{v,n}, e)$ structures $S^I_{k^v, e_\pm}$, $S^I_{k^v, e_\mp}$, described by mappings (7), and secants corresponding to them (8) are received. Then:

i) function $f_i(u_{x,n})$ belongs to a class of single-valued nonlinearities $\mathcal{F}_m$, if (9) is true;

ii) function $f_i(u_{x,n})$ belongs to a class of multiple-valued nonlinearities $\mathcal{F}_m$, if (9) is false.

**Proof.** At partition $I_x$ into two subsets $I_{x,+}, I_{x,-}$ we have two estimations $\overline{u}_{x,n}, \overline{u}_{x,n}$ (their values give $a_{x,n}^v, a_{x,n}^c$) average value of a variable $u_{x,n}$. As the variable $u_{x,n}$ is irregular function, values $\overline{u}_{x,n}, \overline{u}_{x,n}$ is possible to consider as admissible estimations $\overline{u}_{x,n}$. $\overline{u}_{x,n}, \overline{u}_{x,n}$ are received on the basis of the analysis of structures $S^I_{k^v, e_\pm}, S^I_{k^v, e_\mp}$. Performance of a condition (9) says that, a variable $e_n$ and, hence, and $f_i(u_{x,n})$ satisfy to a condition of Lipschitz (5) with a constant $\lambda$ on set of secants.

If the inequality (9) is false, nonlinearity $f_i(u_{x,n})$ has the complex form. Hence, on set $I_x^v$ function $f_i(u_{x,n})$ can be presented two structures $S^I_{k^v, e_\pm}, S^I_{k^v, e_\mp}$, which there correspond parameters $a_{x,n}^v, a_{x,n}^c$. As the condition (9) is false, function $f_i(u_{x,n})$ exists.$\blacksquare$

From the statement we receive, that in space $\mathcal{P} = (k_{v,n}, e)$ for irregular function $e_n$ we can construct the Holder condition.

Consider mapping $\Gamma_{k_{v,n}}: \{k_{v,n}\} \rightarrow \{k_{v,n}\}$ and structure $SK_{k_{v,n}}$ corresponding to it.

Let $J_{k_{v,n}}$ is a change interval $k_{v,n}$, and $\overline{J}_{k_{v,n}} \subset J_{k_{v,n}}$ is some subinterval $J_{k_{v,n}}$.

**Definition 1** [18, 20]. The structure $SK_{k_{v,n}}$ contains a islet $IS_{\eta}$ of level $\eta$, if for $\forall k_{v,n} \in \overline{J}_{k_{v,n}} \subset J_{k_{v,n}}$, $k_{v,n}$ is quasistationary.

Depending on properties of studied system we the structure $SK_{k_{v,n}}$ described by mapping
\[
\Gamma_{k_{v,n}}: \{k_{v,n}\} \rightarrow \{k_{v,n}\},
\]
can be analyzed also.

**Theorem 1.** Let 1) structures $S^I_{k^v, e_\pm}, S^I_{k^v, e_\mp}$, described by mappings (7), and secants corresponding to them (8) are set; 2) the condition (9) is not satisfied. Then $f_i(u_{x,n})$ belongs to a class of hysteresis functions, if the structure $SK_{k_{v,n}}$ contains islets $IS_{\eta}, j \geq 1$.

The proof of the theorem 1 follows from the theorem 3.15 [18] and statements.

As shown in [18], if $f_i(u_{x,n})$ is an element of structure of system (1), (2), secants (8) adequately describe change $S^I_{k^v, e_\pm}$. Further we suppose, that this condition is carried out.

**Definition 2.** Let in space the $\mathcal{P} = (k_{v,n}, e)$ structures $S^I_{k^v, e_\pm}, (c = +, -)$, described by mapping (7), are set and secants $\overline{J}_{k_{v,n}}$ (8) are defined. Then we will say that function $e^j(k_{v,n})$ satisfies to Holder-Lipschitz condition with a constant $\lambda = a_{x,n}$ and $\mathcal{G} = 1$.

On the basis of definition 2 construct sector for $S^I_{k^v, e_\pm}$. Designate it as $Sec_\lambda \left( S^I_{k^v, e_\pm} \right)$:
\[
Sec_\lambda \left( S^I_{k^v, e_\pm} \right) = \left( \gamma^+_i, \gamma^-_i, \right),
\]
where $\gamma^+_i = (a_{x,n} - \varepsilon_i)k_{v,n}^r, \gamma^-_i = (a_{x,n} + \varepsilon_i)k_{v,n}^r$, $\varepsilon_i > 0$ are some numbers.

**Remark 1.** In [20] the approach to construction of sector on the basis of the analysis of set of secants for a finding of borders of sector has been offered. The approach offered here is more simple. We believe that the sectant adequately describes change $S^I_{k^v, e_\pm}$. In this case sectant parameters use for formation of sector on the basis of a condition of Holder-Lipschitz.

Further we will use concept of proximity between sets. Proximity estimation between sets receives on the basis of application of several approaches [22]. They are based as on topological, and metric proximity. Various metric approaches to a proximity estimation are
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They are based on a distance estimation between points of sets. Therefore make following definition of proximity of sets \( \text{Sec}_k \left( S_{\infty, r, e}^v \right) \) and \( \text{Sec}_k \left( S_{\infty, r, e}^v \right) \).

**Definition 3.** Consider in space \( P = (k, w, e) \) structures

\[
S_{k, r, e}^v \subset \text{Sec}_k \left( S_{\infty, r, e}^v \right)
\]

and secants \( \mathcal{F}_{i, q, r} \) described by the equations (8). Then structures \( S'_{k, r, e} \), \( S''_{k, r, e} \) we will name approximate and we will write \( S'_{k, r, e} \delta S''_{k, r, e} \), if

\[
d( S'_{k, r, e}, S''_{k, r, e} ) = \min d( a_i^v, a_i^v ) \leq \varepsilon \delta , \varepsilon \delta \geq 0
\]

Consider the structure \( S_{k, r, e}^v \), described by mapping \( \Gamma_{e, k} : \{ k_{i, q} \} \rightarrow \{ e_q \} \), and a secant corresponding to it \( \mathcal{F}_{i, q, r} = a_i^v k_{i, q} \), where \( a_i^v \) there is an average estimation \( u_{i, q} \). Apply to sector \( \text{Sec}_k \left( S_{k, r, e}^v \right) \) transformation of homothetic [24] with the factor equal to unit, and turn of the beginning concerning of coordinates on a corner of 180 degrees. The received set designate as \( \mathcal{H} \left( \text{Sec}_k \left( S_{k, r, e}^v \right) \right) \). Let

\[
\mathcal{R} = \text{Sec}_k \left( S_{k, r, e}^v \right) \cap \mathcal{H} \left( \text{Sec}_k \left( S_{k, r, e}^v \right) \right).
\]

**Theorem 2.** If the condition (9) is satisfied and the secant \( \mathcal{F}_{i, q, r} = a_i^v k_{i, q} \) structure \( S_{k, r, e}^v \) belongs to set \( \mathcal{R} \), then structures \( S'_{k, r, e} \), \( S''_{k, r, e} \) are \( \delta_k \)-approximates.

**Proof.** Consider a Euclidean plane \( E \). As shown in [18], structures \( S'_{k, r, e} \), \( S''_{k, r, e} \) locate in the first and second quarters of a plane \( E \). Let \( a_{i, r}^v < a_{i, r}^v \) that is the angle of slope of a secant \( \mathcal{F}_{i, q, r} \) is more than at \( \mathcal{F}_{i, q, r} \). Apply to set \( \text{Sec}_k \left( S_{k, r, e}^v \right) \) operation of homothetic and receive set \( \mathcal{H} \left( \text{Sec}_k \left( S_{k, r, e}^v \right) \right) \). Let the condition (9) is satisfied. We find intersection of sets \( \text{Sec}_k \left( S_{k, r, e}^v \right) \) and \( \mathcal{H} \left( \text{Sec}_k \left( S_{k, r, e}^v \right) \right) \),

\[
\mathcal{R} = \text{Sec}_k \left( S_{k, r, e}^v \right) \cap \mathcal{H} \left( \text{Sec}_k \left( S_{k, r, e}^v \right) \right).
\]

Considering theorem conditions receive \( \mathcal{R} \neq \emptyset \). Consider the structure \( S_{k, r, e}^v \), described by mapping \( \Gamma_{e, k} : \{ k_{i, q} \} \rightarrow \{ e_q \} \). Define for a \( S_{k, r, e}^v \) secant \( \mathcal{F}_{i, q, r} = a_i^v k_{i, q} \), where \( a_i^v \) is an estimation of average value on an interval \( J_N \). From a condition (9) we receive \( \mathcal{F}_{i, q, r} \in \mathcal{R} \). Then

\[
d( e_i, e_i^v ) \leq \varepsilon \delta \delta_i \leq 2 \delta_i.
\]

Designating \( 2 \delta_i = \varepsilon \delta \), receive (10). So, sets \( \text{Sec}_k \left( S_{k, r, e}^v \right) \) and \( \mathcal{H} \left( \text{Sec}_k \left( S_{k, r, e}^v \right) \right) \) are \( \delta_k \)-approximates.

Theorems 2 gives conditions of decision-making on a function class \( f_i(u_{i, q}) \).

**Corollary 1 from theorem 2.** If \( S_{k, r, e}^v \) \( \delta_k \) \( S_{k, r, e}^v \), then \( f_i(u_{i, q}) \in \mathcal{F}_m \).

**Corollary 2 from theorem 2.** If \( S_{k, r, e}^v \) \( \delta_k \) \( S_{k, r, e}^v \), then sets \( \text{Sec}_k \left( S_{k, r, e}^v \right) \) and \( \mathcal{H} \left( \text{Sec}_k \left( S_{k, r, e}^v \right) \right) \) are approximate with the metrics

\[
d(e_i, e_i^v) = \inf | e_i - e_i^v |
\]

So, we have offered methods of decision-making on a class of identified nonlinearities. The received results allow defining a quantitative estimation of nonlinearity of system (1), (2) on set an input. Also it is possible to enter relative indicators

\[
X_+ = \frac{a_{i, r}^v}{a_i}, X_- = \frac{a_{i, r}^v}{a_i},
\]
which values compare with 1. If \( |\mathcal{X}_e - \mathcal{X}_i| \geq \varepsilon \), where \( \varepsilon > 0 \) is some specified value then \( f_i(u_{i,n}) \in \mathcal{F}_m \).

V. Identification of Structural Parameters Function \( f(U, n) \)

Application of the approach, based on the analysis \( S_{h,e} \) to an estimation of structure \( f_i(u_{i,n}) \), has shown that for each function \( f_i(u_{i,n}) \) the specific approach should be used. Therefore further we will consider a case, when \( f(U, n) \in R^2 \) contains a power function \( f_i(u_{i,n}) \in \mathcal{F}_{ov} \) and saturation function \( f_j(u_{j,n}) = f_s(u_{j,n}) \in \mathcal{F}_{sat} \subset \mathcal{F}_{mv} \)

\[
f_i(u_i) = u_i^\kappa, \quad \text{(11)}
\]

\[
f_s(u_{j,n}) = \text{sat}(u_{j,n}) = \begin{cases} \beta, & u_{j,n} \geq \beta, \\ \alpha, & u_{j,n} < \beta, \\ \alpha, & u_{j,n} \leq \alpha, \end{cases} \quad \text{(12)}
\]

where \( \kappa > 0, \alpha > 0, \beta > 0 \) are some numbers. The received results generalize on the general case.

Let two inputs \( u_i \in U, u_j \in U \) with the maximum coefficients of determination are defined with \( e \in R \). Further we will designate these inputs as \( u_i, i = 1,2 \), where 1 is \( i \), and 2 is \( j \). For everyone \( u_i \), construct structures \( S_{h,e} \), \( S_{h,1-e} \). Let by means of the statement and the theorem 2 \( f_i(u_i) \) are carried to classes \( \mathcal{F}_m \) or \( \mathcal{F}_{mv} \).

5.1 Case \( f_i(u_i) \in \mathcal{F}_m \)

Let \( f_i(u_i) \in \mathcal{F}_m \) is described by the equation (11). For the \( f_i(u_i) \in \mathcal{F}_m \) structure \( S_{h,e} \) with application mapping is constructed \( \Gamma_{h,e} \), and the secant, described by a polynom of degree is defined \( p \).

\[
\overline{\mathcal{P}}_{1,p} (e^\kappa, k_{1,q}^\kappa) = \overline{\mathcal{P}}_{1,p} = a_{0,1} + \sum_{j=1}^{m} a_{i,j} (k_{1,q}^\kappa)^j. \quad \text{(13)}
\]

Order of a polynom (13) define as

\[
\max_j r^2_{\mathcal{P}_{1,p}} \rightarrow p^*, \quad \text{(14)}
\]

where \( r^2_{\mathcal{P}_{1,p}} \) is a coefficient of determination between \( e^\kappa \) and \( k_{1,q}^\kappa \).

Let

\[
\delta^2 = r^2_{\mathcal{P}_{1,p}} (p^*), \quad \text{(15)}
\]

Describe the approach to structural identification \( f_i(u_{1,n}) \in \mathcal{F}_m \) with the definition of boundary for change of coefficient of determination. Consider mapping

\[
\Gamma_{h,e} (\kappa) : \{ k_{1,q}^\kappa (\kappa) \} \rightarrow \{ e^\kappa \}, \quad \text{(16)}
\]

where \( k_{1,q}^\kappa (\kappa) \) is a coefficient of structural properties system identification with an input \( u_i^\kappa \).

\[
\Gamma_{h,e} (\kappa) \text{ corresponds structure } S_{h,1-e} (\kappa) \text{ in space } \mathcal{P} = (k^\kappa, e^\kappa). \quad \text{(17)}
\]

and define a coefficient of determination \( r^2_{\mathcal{P}_e} \).

Theorem 3. Let for system (1) with \( f(U, n) \in R^2 \) and \( f_i(u_i) \), described by the equation (11), in space \( \mathcal{P} : i) \) the structure \( S_{h,1-e} \), described by mapping (16), and a secant \( \overline{\mathcal{P}}_{1,p} (e^\kappa, k_{1,q}^\kappa) \) (13) is constructed; ii) the order of a polynom (13) satisfies to a condition (14); iii) for the \( S_{h,1-e} (\kappa) \) secant (17) is constructed and the coefficient of determination is defined \( r^2_{\mathcal{P}_e} \). Then \( f_i(u_{1,n}) \in \mathcal{F}_m \), if the parameter \( \kappa \) of function (11) choose of a condition

\[
\left| r^2_{\mathcal{P}_{1,p}} - \delta^2 \right| \leq \Delta_1, \quad \text{(18)}
\]

where \( \Delta_1 \geq 0 \) is some size, \( \delta^2 \) is defined from a condition (15).

The proof of the theorem 3 is based on application of the theorem 3.6 [18].

The condition (18) allows making the decision on a form \( f_i(u_{1,n}) \in \mathcal{F}_m \) in the conditions of uncertainty.
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Corollary 1 from theorem 3. If \( f_1(u_{1,n}) \in \mathcal{F}_w \) and \( S^v_{h,\kappa} \delta_{\kappa} S^v_{h,\kappa+\varepsilon} \), then for a secant \( \overline{p}_\kappa \) structure \( S^v_{h,\kappa} (\kappa) \) condition is satisfied

\[
\overline{p}_\kappa \in \text{Sec}_{k_\kappa} (S^v_{h,\kappa-\varepsilon}) \cap \mathcal{H} \left( \text{Sec}_{k_\kappa} (S^v_{h,\kappa+\varepsilon}) \right).
\]

We modify the described approach. We will show that the adequate choice of parameter \( \kappa > 0 \) of function \( f_1(u_{1,n}) \in \mathcal{F}_w \) is analogue of proximity sets \( \text{Sec}_{k_\kappa} (S^v_{h,\kappa-\varepsilon}) \cap \mathcal{H} \left( \text{Sec}_{k_\kappa} (S^v_{h,\kappa+\varepsilon}) \right) \). Corollary of it is structure straightening \( S^v_{h,\kappa+\varepsilon} \). The term straightening is offered in [18]. It means, that the choice \( \kappa \) adequate to that, the secant \( \overline{p}_\kappa \) of structure \( S^v_{h,\kappa} (\kappa) \) has higher coefficient of determination, than a secant for \( S^v_{h,\kappa+\varepsilon} \).

Theorem 4. Let: 1) are carried out a corollary 1 of the theorem 3; 2) the parameter \( \kappa > 0 \) of input \( u^* \) choose of a condition (18). Then: i) \( S^v_{h,\kappa+\varepsilon} (\kappa) \delta_{\kappa} S^v_{h,\kappa+\varepsilon} (\kappa) \); ii) for a secant \( \overline{p}_\kappa \) the structure \( S^v_{h,\kappa} (\kappa) \) condition

\[
r^2_{\overline{p}_\kappa} \geq r^2_{\overline{p}_\kappa} \]

satisfied, where \( \delta_{\kappa} \) is a proximity of sets with norm (10) and \( \varepsilon_{\kappa} \leq \varepsilon_{\delta} \).

The theorem 4 gives conditions, at which degree of proximity of sectors \( S^v_{h,\kappa+\varepsilon} (\kappa) \) and \( S^v_{h,\kappa+\varepsilon} (\kappa) \) heighten. It is true only at alignment of structure \( S^v_{h,\kappa} (\kappa) \) concerning a bisector of angle of the first quarter Euclidian plane.

Straightening follows from a condition \( r^2_{\overline{p}_\kappa} \geq r^2_{\overline{p}_\kappa} \).

So, we have offered criteria of decision-making on function parameters \( f_1(u_{1,n}) \in \mathcal{F}_w \).

5.2 Case \( f_2(u_2) \in \mathcal{F}_w \subset \mathcal{F}_w \)

Let \( f_2(u_2) \in \mathcal{F}_w \subset \mathcal{F}_w \) is described by dependence (12). To decision-making on a belonging \( f_2(u_2) \) to a class \( \mathcal{F}_w \subset \mathcal{F}_w \) apply the theorem 1. Apply the theorem 2 and receive, that the secant \( \overline{p}_{2,q} = a^2_{\kappa} k_{2,q} \) structure \( S^v_{h,\kappa} \) does not belong to set \( \mathcal{R} = \text{Sec}_{k_\kappa} (S^v_{h,\kappa-\varepsilon}) \cap \mathcal{H} \left( \text{Sec}_{k_\kappa} (S^v_{h,\kappa+\varepsilon}) \right) \). Hence, structures \( S^v_{h,\kappa-\varepsilon} \) and \( S^v_{h,\kappa+\varepsilon} \) are not \( \delta_{\kappa} \) - approximates.

Consider structures \( S^v_{h,\kappa-\varepsilon} \) and \( S^v_{h,\kappa+\varepsilon} \), described by mappings (7), and corresponding secants \( \overline{p}_{2,q} \), \( \overline{p}_{2,q} \). As estimations \( \alpha, \beta \) in (12) we use [25] parameters of secants \( \overline{p}_{2,q} \), \( \overline{p}_{2,q} \). Let \( a^2_{\kappa} > a^2_{\kappa} \). Then for \( \alpha, \beta \) receive estimations

\[
\hat{\alpha} = a^2_{\kappa}, \hat{\beta} = a^2_{\kappa}.
\]

For hysteresis use two parameters [26]:

1) diameter

\[
\text{diam} f_2(u_{2,n}) = \sup_{(u_{2,n}) \in J_u} \left| f_2(u_{2,n}) - f_2(u_{2,n}) \right|, \quad j \neq l;
\]

2) distance

\[
d(u_{2,n},u_{2,n}) = \min_{(u_{2,n}) \in J_u} \left| u_{2,n} - u_{2,n} \right|.
\]

diam \( f_2(u_{2,n}) \) defines area of change of function. On the basis of the analysis of a distance \( d(u_{2,n},u_{2,n}) \) we define a hysteresis class, to which researched function belongs. For diameter receive

\[
\text{diam} f_2(u_{2,n}) = \hat{\beta} - \hat{\alpha}.
\]

As elements \( u_{2,n} \in U_n \) we consider irregular, application (20) gives an incorrect estimation. Therefore we will use the set analysis \( I_k \).

Theorem 5 [18, 25]. Let

\[
(k_{2,q},k_{2,q}) \in \Omega_k \subseteq \Omega_k \subset R,
\]

where \( k_{2,q} \) is monotonously changing function, \( j \neq l \), \( \Omega_k \) is an interval of growth function \( f_2(u_{2,n}) \) on a plane \( \left( k_{2,q}, k_{2,q} \right) \). Then

\[
d(u_{2,q},u_{2,q}) \geq \eta \min_{(q_{j,q}) \in J_u} \left| \Delta k_{2,q} \right|,
\]

where \( \Delta k_{2,q} = k_{2,q} - k_{2,q} \).
\[ \eta = \min u_{z,q}, \pi \frac{\max k_{z,q}}{k_{z,q}} \quad \pi > 0. \]

If \( d(u_{z,q}) \leq \varepsilon_2 \), where \( \varepsilon_2 \geq 0 \) is some set number, and 
\( \Delta e^\varepsilon q \geq 0 \) for almost \( \forall q \geq 0 \), then
\[ f_2(u_{z,q}) \in F_{nat}. \]

Show how to estimate area of linear change
\[ f_2(u_{z,q}) \in F_{nat}. \] Consider the following mapping
\[ \Gamma^\varepsilon k,q : \{ k_{q,1} \} \rightarrow \{ k_{q,0} \} \]
and structure corresponding to it \( SK^\varepsilon k,q \). On the basis of the analysis \( S^\varepsilon k_{z,q} \), we have received estimations for \( \alpha, \beta \) (19) and have generated subsets corresponding to these structures \( \Gamma_{z,q}^\varepsilon (\Gamma_{z,q}^+), \Gamma_{z,q}^- \) variable change \( u_{z,q} \).

Consider a plane \( E = \{ k_{q,1}, u_{z,q} \}, c = +,-. \) Designate:

i) the area, limited to straight lines \( u_{z,q} = \hat{\alpha} \), \( u_{z,q} = \hat{\beta} \) on a plane \( E, \Omega_L \);

ii) the area limited to the graph of function \( u_{z,q} = \varphi \left( k_{q,1} \right) \), as \( \Omega_\varepsilon \).

Let \( L = \Omega_\varepsilon \cap \Omega_\varepsilon = \Omega_\varepsilon \cap \Omega_\varepsilon \).

**Theorem 6.** Let: a) the structure \( SK^\varepsilon k,q \) is described by mapping \( \Gamma^\varepsilon k,q : \{ k_{q,1} \} \rightarrow \{ k_{q,0} \} \) and contains islets \( IS_{\varepsilon q} \), \( j \geq 1 \); b) on the basis of the analysis structures \( S^\varepsilon k_{z,q} \) and \( S^\varepsilon k_{z,q} \) estimations (19) for \( \alpha, \beta \) function \( f_2(u_{z,q}) \in F_{nat} \) are defined. Then areas of linear change \( f_2(u_{z,q}) \in F_{nat} \) specify on those \( u_{z,q} \in L_\varepsilon \), \( u_{z,q} \in L_\varepsilon \), on which there are islets \( IS_{\varepsilon q} \).

The proof of the theorem 6 is based on the analysis of change of a coefficient of structural properties \( k_{q,0} \).

**VI. Sector Sets in Systems with the Distributed Lag**

On the basis of the analysis of sector sets (SS) [18, 20] we can make the decision on a nonlinearity class. Despite complexities their construction for irregular inputs SS allow to solve problems of structural identification of nonlinear static systems. Attempts to extend this approach on systems with the distributed lag have appeared unsuccessful. Explain it to that the distributed lag is result of the decision of difference equations. Received decisions are somewhat approximate to a variable which is a basis for reception of a lag. Therefore SS in structural space for a base variable and its lags will differ not strongly. It does not allow developing effective algorithms of decision-making. Presence of the distributed lags on variables \( y_n \), is the reason of decrease a coefficient of determination between input variables and a system output.

**VII. Example**

Consider object (1), (2) with
\[ A = [1; 2; 3]^T, \]
\[ B = [0.3; 2; 0.3]^T, \]
\[ f_1(u_i) = u_i^{0.6}, \]
\[ f_2(u_i) = \text{sat}(u_i), \]
\[ \alpha = 1.5, \beta = 2.5, \xi \] is a random variable with a zero expectancy and a final dispersion, \( |\xi_n| \leq 0.3 \). Inputs \( u_{i,n} \in U_n \) are normally casual variables with a final expectancy and a dispersion. The analysis of a regularity of a variable \( e_n \) gives \( \beta = 0.11 \). Therefore according to (5) \( e_n \) is an irregular function and for its analysis execute transition in structural space \( \Phi \). Applying the theorem 1 [19], we receive nonlinearity of system on variables \( u_i, u_t \). For decision-making on a class of functions \( f_1, f_2 \) apply results of section 4. Define Lipschitz constants for structures \( S^\varepsilon k_{z,q} \) and \( S^\varepsilon k_{z,q} \). Construct sector sets for structures \( S^\varepsilon k_{z,q} \) and \( S^\varepsilon k_{z,q} \) and show them in Figure 1, 2.

![Fig. 1: Sector sets for \( f_i(u_i) \)](image-url)
Receive estimates for parameters of secants $f_1$: $a_{1,\varepsilon} = 1.18$, $a_{2,\varepsilon} = 0.75$, $a_{3,\varepsilon} = 0.88$, and for parameters of secants $f_2$: $a_{1,\varepsilon} = 1.49$, $a_{2,\varepsilon} = 2.37$, $a_{3,\varepsilon} = 1.73$. From a basis of figures, estimations for parameters of secants and the theorem 2 we make the decision: $f_1(u_t) \in \mathcal{F}_m$ and $f_2(u_t) \in \mathcal{F}_m$. Sectors in a Fig. 1 are not approximate. To an estimation of parameter $\kappa$ of function $f_1(u_t)$ apply the theorem 2. Construct a secant (13) and receive $p = 2$, $r_{\mathcal{F}_p}^2 = 0.983$. Further we define a secant (17) and find an estimation $\kappa = 0.52$, $r_{\mathcal{F}_p}^2 = 0.982$. Application of the theorem 6 allows to allocate intervals of linear growth $f_2(u_t)$.

From the Figure 1 for $f_2(u_t)$ receive estimations of structural parameters $\beta = 2.38$, $\alpha = 1.48$. To distance definition apply theorems 5. We receive value $d = 0.1$, that allows us $f_2(u_t)$ to consider as saturation.

So, results of modelling have confirmed efficiency of the offered methods and algorithms.

VIII. Conclusion

We are offered methods of structural identification of static systems with a vector input and several nonlinearities in the conditions of uncertainty. The problem decision is searched in special structural space. Virtual portraits of a state of a nonlinear part of system are work in. For the analysis of virtual portraits we have offered sector sets (SS). Criteria of a belonging of nonlinearity are offered a class of single-valued or multiple-valued nonlinearities. They are based on the proximity analysis SS. The received results are applied to structural identification of system by saturation and a power function. Results of modelling confirm efficiency of the offered approach.
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