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Abstract— We report on the development of an 

automated acoustic bird recognizer with improved noise 

robustness, which is part of a long-term project, aiming 

at the establishment of an automated biodiversity 

monitoring system at the Hymettus Mountain near 

Athens, Greece. In particu lar, a typical audio p rocessing 

strategy, which has been proved quite successful in 

various audio recognition applications, was amended 

with a simple and effective mechanis m for integration 

of temporal contextual information in the decision-

making process. In the present implementation, we 

consider integration of temporal contextual information 

by joint post-processing of the recognition results for a 

number of preceding and subsequent audio frames. In 

order to evaluate the usefulness of the proposed scheme 

on the task of acoustic bird recognition, we 

experimented with six widely used classifiers and a set 

of real-field audio record ings for two bird species which 

are present at the Hymettus Mountain. The highest 

achieved recognition accuracy obtained on the real-field 

data was approximately 93%, while experiments with 

additive noise showed significant robustness in low 

signal-to-noise ratio setups. In all cases, the integration 

of temporal contextual informat ion was found to 

improve the overall accuracy of the recognizer. 

 

Index Terms—  Bioacoustics, Biodiversity Informatics, 

Acoustic Bird Species Recognition, Automat ic 

Recognition 

 

I. Introduction 

Over the last years one of the most crucial issues that 

governments and international organizations have to 

deal with is the conservation of biodiversity. The 

protection of the endangered species is of prior 

importance for the conservation of biodiversity and is 

based primarily on the accurate monitoring o f the 

biodiversity and secondarily on the applicat ion of 

targeted conservation actions, wh ich are based on the 

quantitative measures of the monitored biodiversity 

status. Major importance for the conservation of 

biodiversity has the observation and the monitoring of 

birds [1]. 

Significant amount of information about the activity 

of the birds has been collected by expert ornithologists. 

In this effort the ornithologists recognize the bird 

species from their vocalizations, study the interaction 

among them and locate their habitats. Such surveys 

require the repeated physical presence of expert 

ornithologists in the field and thus become time 

consuming and tedious. Moreover, the manual 

observations heavily rely on the visual and acoustic 

abilities of the surveyor as well as on the degree of 

his/her knowledge on  the family of b ird  species which 

are under investigation. Finally, the difficulty of the 

task restricts most of the biodiversity monitoring 

surveys to take place in infrequent time intervals, 

especially for the hard to access areas, thus not allowing 

the long-term b iodiversity monitoring of inhospitable 

habitats. 

The above mentioned disadvantages of manual 

observations of the bird activity have led to the 

development and study of several approaches for 

automatic recognition of bird species from their 

vocalizations over the last decade. Automatic 

recognition of acoustic bird species falls in the pattern 

recognition task, which involves preprocessing and 

feature extract ion of the audio  signal and classification 

over the parameterized audio. 

Several approaches in automatic bird species 

recognition from their vocalizations have been proposed, 

most of which share techniques widely used in speech 

and audio processing. Such techniques are the template-

matching (dynamic time warping) [2, 3] and the hidden 

Markov models [4], which have extensively been used 

in the similar task of speech recognition. Hidden 

Markov models have been used in  more recent studies 

[5-7], due to their well known structure. Neural 
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networks have also been used for the recognition of bird 

vocalizations using spectral and temporal parameters of 

the audio signal [8, 9]. Other approaches use Gaussian 

mixture model based structures [6, 10, 11], support 

vector machines [12] and decision trees [13] fo r the 

recognition of bird songs. Other proposed classification 

schemes are based on sinusoidal modeling of bird 

syllables [14] and bird  syllable pair histograms [15]. 

Different parametric representations for the bird 

vocalizations audio signals have been used, among 

which Mel frequency cepstral coefficients [5, 6, 16, 17] 

are the most widely used. Other audio features which 

have been proposed in the literature are the linear 

predictive coding [16], linear p redictive cepstral 

coefficients [16], spectral and temporal audio 

descriptors [12], and tonal-based features [17]. 

In most of the prev ious studies on the task of bird  

species recognition from their vocalizat ions in-lab 

conditions of recordings were used, without the 

presence of real environmental noise [2, 3, 4, 6, 12, 13]. 

In exception of most of the published work, in [17] 

waterfall noise was added to bird recordings and it was 

shown that the recognition of bird sounds in noisy 

conditions reduces significantly the recognition 

performance. In this article, we evaluate several 

different machine learning algorithms on the task of 

bird species classificat ion in  real-field conditions, under 

the concept of AMIBIO project (LIFE08-NAT-GR-

000539: Automatic Acoustic Monitoring and 

Inventorying of Biodiversity, Project web-site: 

http://www.amibio-project.eu/). 

The rest of this article is organized as follows. In  

Section 2, the bird species recognition task in real-field 

is presented. Section 3 offers description of the audio 

data used and the experimental setup that was followed 

in the present evaluation. In Section 4 the experimental 

results are presented. Section 5 concludes this work. 

 

II. Acoustic Bird Species Recognition in Real-Field 

with Temporal Context Information 

In automatic bird species recognition from audio data 

24/7 monitoring of specific habitats is achieved, while 

the information needed for biodiversity monitoring, 

animal species population estimation and species 

behavior understanding is ext racted. The recognition of 

bird species is an audio pattern recognition task, and in 

brief is structured in (i) the audio acquisition stage, (ii) 

the audio parameterization stage and (iii) the 

classification stage. When recognition of the bird 

species is performed in the birds habitats the captured 

audio signal includes interferences that are additive to 

the vocalizations of the bird species. Typical 

interferences that are met in  such habitats are the rain, 

the wind, the sum of the leaves, vocalizations from 

other animal species of the habitat, sounds produces by 

human activ ities, etc. In general, for the recognition of 

species in such a noisy environment detection of audio 

intervals with bird vocalizations precedes the species 

classification stage. The concept is illustrated in Figure 

1. 

Briefly, the audio signal is captured by a microphone, 

next amplified and then sampled at 32 kHz, so that the 

wide frequency range of bird vocalizat ions from various 

species is covered. A precision of 16-bits per sample is 

used to guarantee sufficient resolution of details for the 

subsequent processing of the signal. After the audio 

acquisition stage the signal is decomposed to 

overlapping feature vectors of constant length, using 

spectral and temporal audio parameterizat ion algorithms. 

The sequence of feature vectors is used as input to the 

bird activity detection block where the audio signal is 

binary segmented to intervals with or without bird 

vocalizations. Finally, the bird vocalizat ion intervals are 

processed by the bird species classification block in 

order species-specific recognition to be performed. 

 

Fig. 1: Block diagram of the bird species recognition scheme in real-
field conditions with temporal context information post -processing 
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Since classificat ion is performed on frame level and 

each bird vocalization will appear in a number of 

consecutive audio frames the use of temporal context 

informat ion for each frame as a post processing step 

would detect single frame misclassifications and 

improve the overall performance. In detail, this post-

processing step aims at eliminat ing sporadic erroneous 

labeling of the current audio frame, e.g. due to 

momentary burst of interference, and thus contributes 

for improving the overall classification accuracy. The 

exploitation of the temporal contextual in formation, i.e. 

the labeled decision of the closest neighbor frames, is 

an effective way to detect and correct such sporadic 

erroneous frame labels. In particular, when the N 

preceding and the N successive audio frames, i.e. the 

temporal context of the current frame, are classified to 

one bird species vocalization then the current frame is 

also (re)labeled as of this bird species. The length w of 

the temporal context window is subject to investigation 

and in the general case it is equal to w=2N+1,   where 

N≥0. The case N=0 , i.e . for temporal context window 

length w=1, corresponds to the elimination of the post-

processing step of the classified labels. 

In real-field the presence of non-stationary noises 

originating from the environment makes the species 

classification task more difficult  and challenging. The 

degree of interference of the environmental noises and 

the actual signal-to-noise ratio are crucial for the 

recognition of b ird  species. In this work we also focus 

on the effect of the distance of the bird from the 

monitoring station (field microphone) as expressed by 

different signal-to-noise ratios, to the species 

classification performance. 

 

III. Experimental Setup 

A description of the audio data used in the present 

evaluation, the audio parameterization algorithms used, 

the machine learning  classificat ion algorithms that were 

tested and the experimental protocol that was followed 

are provided in this section. 

The dataset used in the present article consists of 

recordings of two bird species which are known to be 

present at the Hymettus Mountain, a Natura 2000 site in 

Attica, Greece, namely  the Eurasian Chaffinch 

(Fringilla coelebs) and the Common Kingfisher (Alcedo 

atthis). The recordings of the vocalizations of these bird 

species have been collected and manually labeled by 

expert ornithologists of the Zoologisches 

Forschungsmuseum Alexander Koenig (ZFMK ). In 

order to test the bird species classification performance 

in different signal-to-noise rat ios randomly  selected 

recordings from the Hymettus area (from four different 

locations) were interfered to the bird vocalizations as 

additional noise. The amount of audio data used in the 

evaluation was approximately 14 minutes of recordings 

for all bird species. 

The parameterizat ion of the audio signals was 

performed using a diverse set of audio parameters. In 

particular, the audio  signals were b locked to frames of 

20 milliseconds length with 10 milliseconds time 

shifting step. Two temporal and sixteen spectral audio 

descriptors were used. The two temporal audio 

descriptors which were used are the frame intensity (Int) 

and the zero crossing rate (ZCR). The sixteen spectral 

audio descriptors which we re used are the 12 first Mel 

frequency cepstral coefficients (MFCCs) as defined in 

the HTK setup [18], the root mean square energy of the 

frame (E), the voicing probability (Vp), the harmonics-

to-noise ratio (HNR) by autocorrelat ion function and the 

dominant frequency (Fd) normalized to 500 Hz. The 

openSMILE acoustic parameterization tool [19] was 

used for the computation of the spectral audio 

parameters. After the computation of the audio 

parameters a post-processing with dynamic range 

normalizat ion was applied to all audio features in order 

the range of their numerical values to be equalized. 

A number of different  machine learning algorithms 

were examined in the evaluation of the bird species 

classification step: (i) the k-nearest neighbors classifier 

with linear search of the nearest neighbor without 

weighting of the distance – here referred as instance 

based classifier (IBk)  [20], (ii) a  3-layer Mult ilayer 

perceptron (MLP) neural network with architecture 18–

10–1 neurons (all sigmoid) trained with 50000 iterations 

[21], (iii) the support vector machines utilizing the 

sequential minimal optimization algorithm (SMO) with 

a radial basis function kernel [22], (iv) the pruned C4.5 

decision tree (J48), with 3 folds for pruning and 7 for 

growing the tree [23], (v ) the Bayes network learning 

(BayesNet) using a simple data-based estimator for 

finding the conditional probability table o f the network 

and hill climbing fo r searching network structures [24], 

(vi) the Adaboost M1 method (Adaboost(J48)) using the 

pruned C4.5 decision  tree as base classifier [25], and 

(vii) the bagging algorithm (Bagging(J48)) for reduce 

of the variance o f the pruned C4.5 decision tree base 

classifier [26]. 

For the implementations of these algorithms the 

Weka software toolkit [24] was used. For all the above 

mentioned evaluated algorithms the values of the 

undefined parameters have been set equal to the default 

ones. 

 

IV. Experimental Results 

A common experimental protocol was followed  in  all 

experiments as described in Section 3. Ten-fo ld cross 

validation experiments were performed on the audio 

data which were described in the previous section, thus 

resulting to non-overlapping training and test data 

subsets. In Figure 2, the performance of the 

classification algorithms, in frame level, for var ious 

signal-to-noise ratios is shown. 
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Fig. 2: Accuracy rate (in percentages) of bird species recognition for different classification algorithms and various signal-to-noise ratios 

 

 

Fig. 3: Bird species classification accuracy (in percentages) for the Bagging (J48) algorithm at various signal-to-noise ratios and for different length of 
the temporal context information window 

 

As can be seen in Figure 2, the best performance was 

achieved by the two meta-classifiers used, i.e . the 

Adaboost(J48) and the Bagging(J48), which comes in 

agreement with [24], where it was reported that they 

often dramatically improve the classification 

performance. In particular, for h igh signal-to-noise 

ratios the boosting algorithm outperformed all the other 

evaluated classification algorithms (93.0% accuracy for 

20 dB SNR), while for low signal-to-noise ratios the 

bagging meta-classifier offered slightly better 
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performance than the boosting algorithm (76.6% 

accuracy for -6 dB SNR).  The meta-classifiers are 

followed in average performance by the rest of the 

evaluated classifiers, i.e. the k-nearest neighbor 

algorithm (IBk), the C4.5 pruned decision tree (J48), the 

Bayesian network (BayesNet) and the support vector 

machines (SMO). 

A drop in the classification accuracy was found with 

the decrease of the signal-to-noise ratio for all the 

classifiers that were evaluated here, which is in 

agreement with the experimental results found in [17] 

for waterfall noise. It is worth mentioning that the k-

nearest neighbor algorithm (IBk) and the decision tree 

algorithm (J48) achieved relatively high  performance at 

noise-free conditions, i.e. for signal-to-noise ratio equal 

to 20 dB, approximately 3% less than the best 

performing meta-classifier. However, in noisy 

environments, such as SNR equal to 0 dB and -6 dB, 

they followed the best performing meta-classifier by 

approximately 5%. This is an indication of the 

advantage that the bagging and boosting algorithms can 

offer in  real-field  environments, where the presence of 

non-stationary interfering noises is frequent. Besides, 

low signal-to-noise ratio conditions are met in audio 

acquisition of bird vocalizat ions when the vocalizing 

bird is not close to the monitoring station installed in 

the field, but still captured by the microphone. 

After evaluating the baseline bird species recognition 

performance for several classification algorithms, the 

overall recognition performance after post-processing 

the labeled audio frames using the temporal context 

informat ion was examined. Specifically, the effect of 

the temporal context informat ion block was applied for 

the best performing in noisy conditions Bagging(J48) 

algorithm and at various signal-to-noise ratios as shown 

in Figure 3. The best performing configuration setup of 

the temporal context informat ion block for each 

evaluated signal-to-noise ratios (SNRs) is indicated in 

bold. 

As can be seen in Figure 3, the effect  of the temporal 

context information post-processing is significant fo r all 

signal-to-noise ratios and even more in the case of noisy 

environment, i.e. for low signal-to-noise ratios. In  detail, 

the temporal context window length equal to three 

offers the best or close to the best performance across 

all the evaluated signal-to-noise rat ios. The application 

of this window length (w=3) achieved approximately 

3.5% absolute improvement of the bird species 

classification accuracy at -6 dB of signal-to-noise ratio. 

The improvement of the classification accuracy for 

signal-to-noise ratio equal to 20 dB is approximately 

1% in terms of absolute recognition accuracy. The 

evaluated performance indicates the importance of the 

contextual information post-processing in the noisy 

real-field environment, since isolated erroneous labeling 

of audio frames coming from momentary  bursts of 

interferences can be eliminated by the contextual audio 

frame labeling. 

V. Conclusion 

The results presented in Section 4, show that the 

integration of temporal contextual information into the 

decision-making process of the acoustic bird recognizer 

contributes to the improvement of the overall 

recognition accuracy, as well as supports our 

assumption about the importance of temporal contextual 

informat ion. As the experimental results show, the 

integration of temporal contextual informat ion as a 

post-processor in the acoustic bird recognition 

contributes mainly to the improvement of the 

recognition accuracy in low SNR conditions. This 

observation can be exp lained with the temporal 

smoothing effect, which the proposed post-processing 

scheme implements, and the resultant elimination of 

sporadic mislabeling of audio frames due to momentary 

bursts of noise which is typical in real-field conditions.  

The effectiveness of the proposed post-processing 

scheme and its low computational and memory 

demands render it appropriate for mobile acoustic bird 

recognition applications and in other acoustic bird 

recognition applications with restricted energy 

resources. 
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