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Abstract—The approach to an estimation of area of parametrical restrictions (APR) for static linear system on parameters in the conditions of uncertainty is offered. For decision-making indicators of domination of an exit of model over an exit of system and the special indicator setting admissible level of errors of domination are used. The case of the representation of area of restrictions in the form of boundaries from below and from above on a modification of parameters of system is considered. The iteration algorithm of identification of restrictions and decision-making is offered. The adaptive algorithm of an estimation of boundaries of area of parametrical restrictions is synthesized. Procedure of estimation APR on the basis of the analysis of a field of secants of system is described. Method development on a case of representation APR in the form of restriction on norm of a modification of parameters of system is given. Various forms of vectorial norms and algorithms of construction of area of parametrical restrictions corresponding to them are considered.
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I. Introduction

Parametrical restrictions are a basis of creation of effective systems of identification and control. In systems of identification the account of restrictions allows to reflect real working conditions of object and to realize robust algorithms of a parametrical estimation.

In identification systems the set of publications is devoted application of parametrical restrictions. In [1] the problem of identification of model of the price of the basic assets by means of extension of the general method of moments is considered. Two types of the restrictions superimposed for a moment are considered. These are restrictions on current value of a variable or on as maximum value for a variable on some interval. Restriction on the moment is set a priori. In [2-4] application of the general method of the moments for a correlation establishment between parametrical restrictions and stability of parameters is given also. Restriction is set in the form of equality for the moment. As well as in [1] restrictions are set a priori. In [5] the problem of identification of parameters of process of electromagnetism in the availability of existing physical restrictions on parameters is explored. Iteration algorithm Levenburg-Marquardt is applied to its solution. APR it is set a priori in the form of the lower and upper boundaries on a modification of parameters. The problem of correction of set boundaries of restrictions is considered. In [6, 7] the problem of parametrical identification of dynamic object subject to the parametrical restrictions representing a parametrical ellipse is studied. Quadratically constrained limited method of least squares is applied to a problem solution. The heuristic algorithm of a solution of a problem is offered. In case of the final data in [6] is shown, that always there is some indefinite square restriction, depending on operating noise. The solution of a problem of optimization taking into account existing restriction is reduced. It is shown that the solution contains true parameters of system at performance of a condition of a constancy of excitation of an input. Restrictions are set a priori. In [8] the problem of an estimation of parameters of nonlinear polynomial model on the basis of the account of a priori knowledge is considered. The ellipsoidal algorithm is applied to its solution. Restrictions on parameters are set on the basis of the analysis polynomial the equations for an evaluation of parameters. The algorithm of identification has a heuristic form. In [9] the problem of identification of static object with a priori set area of parametrical restrictions is considered. For probability of an exit of estimations of parameters estimations are received for boundaries of area of restrictions. A priori set APR in a problem of construction of model of an autoregression of process of electric stimulation of muscles work [10] is devoted the influence. It is noticed that ignoring of parametrical restrictions affects results of a parametrical estimation. The case of correction of restrictions is considered. It is shown that the account of restrictions improves predicting properties of the identified model. In [11] the method of synthesis of algorithm of identification of dynamic object with a priori set restrictions on parameters in the form of equality is offered. The variation method of determination of an optimum function of Hamilton is applied to synthesis of algorithm of identification. Paper [12] proposes a closed-loop system identification procedure that aims to improve model
system is offered. Convergence of adaptive algorithm is proved. Then the case of the representation of area $\Omega_A$ in the form of restriction on norm of a modification of parameters is considered. The solution of a problem for a case, when the norm looks like restriction on a modification of a maximal element of a vector of parameters of system is received. To a problem solution it is applied two approaches. The first approach is based on correction of received estimations $\Omega_A$ and application of a principle domination. The second approach is based on adaptation of parameters of the model, depending on performances of area restrictions. Boundedness of received estimations of parameters of model is proved. To a solution of the considered problem it is applied a method of secants. Generalisation of the received results on other forms of vectorial norms is given. Results of modelling confirm working capacity of the offered methods and algorithms.

II. Estimation of Area $\Omega_A$ in the Form of an Interval of a Modification of Parameters

2.1 Problem statement

Consider system

$$y_n = A^T_{\phi} U_n + \xi_n,$$  \hspace{1cm} (1)

where $A_{\phi} \in \Omega_A \subset \mathbb{R}^k$ there is a vector of parameters, belonging of the limited area

$$\Omega_A = \{ \phi \in \mathbb{R}^k : \phi_{ij} \leq \alpha_{ij} \leq \phi_{ij}^* , \alpha_{ij} , \phi_{ij}^* < \infty \}$$  \hspace{1cm} (2)

with unknown parameters $\phi_{ij} \in \Phi_{ij} \subset \mathbb{R}^k$, $\phi_{ij} \in \Phi_{ij} \subset \mathbb{R}^k$, $n \in J_n = [0,N]$ is discrete time, $\alpha_{ij} \in A_{\phi}$. $N < \infty$. $U_n \subset \mathbb{R}^k$ is a vector of an input with limited irregular variables $u_{ij} \in U_n$, $\xi_n \in \mathbb{R}$ is the limited perturbation operating on an output of object.

For object (1) information $I_n = I_{\phi}(y_n, U_n)$ is known and observable informational portrait $\Gamma_0 : (U_n) \times y_n$ is constructed. Introduce vector $\Phi_{ij} = \text{col}(\phi_{ij}, \phi_{ij}^* , \ldots \phi_{ij}^k)$ which majority vector $A_{\phi}$ in (1). Consider the special case of area $\Omega_A$ corresponding to an upper bound of area of restrictions

$$\Omega_{\phi}^U = \{ A_{\phi} \in \mathbb{R}^k : \alpha_{ij} \leq \phi_{ij}^* , \phi_{ij}^* < \infty , \alpha_{ij} \in A_{\phi} \}.$$  \hspace{1cm} (3)

To estimation $\Phi_{ij} \in \Omega_{\phi}^U$ apply mathematical model

$$\tilde{y}_{n+1} = \Phi^T_{ij} U_n.$$  \hspace{1cm} (4)
Problem: for plant (1) on the basis of analysis $I_A$ and map $\Gamma_A$ receive by means of model (3) such estimations of vector $\hat{\Phi}_1$ in (2) to satisfy a domination condition

$$\hat{y}_{l,n} \succ y_n \text{ for almost } \forall n \geq 0. \quad (4)$$

We understand performance of inequality $y_n \leq \hat{y}_{l,n}$ as domination for almost $\forall n \in J_N$.

### 2.2 Method of solution

It is possible to apply some approaches to a problem solution. State one of them [19], based on check of a condition of domination, using as secondary criterion average value of study variables.

Consider projections of observable informational portrait $\Gamma_A$ to planes $(u, y)$ and construct secants $\hat{y}_i(u_i) \in R$ by means of a method of least squares

$$\hat{y}_i(u_i) = \bar{a}_i u_i + \bar{b}_i, \quad i = 1, k \quad (5)$$

with ranges of definition and values: $\text{dom}(\hat{y}_i(u_i)) \in J_u$, $\text{mg}(\hat{y}_i(u_i)) \in J_y$, where $J_u \in R$, $J_y \in R$ are intervals of a modification of variables $u_i, y_i$; $\bar{a}_i, \bar{b}_i$ are some numbers.

Let $\hat{\Phi}_{1,0} = \bar{a}$. Then we have the approached estimation of area $\Omega_{A1}$

$$\Omega_{A1}^\prime = \{A_{1}: \bar{a} \leq \hat{\Phi}_{1,0} \},$$

with $\hat{\Phi}_{1,0} = [\hat{\Phi}_{1,0}^1, \hat{\Phi}_{1,0}^2, ..., \hat{\Phi}_{1,0}^k]^T$.

We understand inequality as single-item. The index 0 designates level of a small adjustment of vector $\hat{\Phi}_1$ of model (3) and does not coincide with a step of a modification of interval $J_N$.

Apply model (3) with $\hat{\Phi}_{1,0}$ and define prediction $\hat{y}_{1,0,n}$ of an output of object $y_n$ and magnitude of coefficient of determination $\hat{R}_{y_0}^2$. Check up a condition of domination $\hat{y}_{1,0,n} \succ y_n$. If it is fulfilled for almost all $n$ suppose $\Omega_{A1} = \Omega_{A1,0}$ and process of definition APR finish. Otherwise apply algorithm of correction $\Omega_{A1,0}$ for the purpose of performance of a condition (4).

### 2.3 Algorithm of correction $\Omega_{A1,0}$

Calculate average values

$$\bar{y} = \frac{1}{N} \sum_{n=0}^{N} y_n, \quad \bar{y}_{1,0} = \frac{1}{N} \sum_{n=0}^{N} y_{1,0,n},$$

and define variable

$$\bar{e}_{1,0} = \bar{y} - \bar{y}_{1,0} \equiv \hat{\Phi}_{1,0}. \quad (6)$$

Lemma [18]. $\bar{e}_{1,0} \neq 0$.

$\bar{e}_{1,0}$ shows how much variable $\bar{y}_{1,0,n}$ does not come nearer to domination area over $y_n$. If $\bar{e}_{1,0} \leq 0$, $\hat{y}_{1,0} \succ y$, then almost $\forall n \in J_N$. On the basis of $\bar{e}_{1,0}$ generate set of corrections of a vector for $\hat{\Phi}_{1,0}$. For this purpose define magnitudes

$$\bar{\phi}_{1,0,n} = \bar{e}_{1,0} u_n, \quad \forall n \in J_N \quad (7)$$

and calculate their average values $\bar{\phi}_{1,0} = \bar{\phi}_{1,0}(\bar{\phi}_{1,0})$. Generate a vector of corrections

$$\Delta \Phi_{1,0} = [\bar{\phi}_{1,0}, \bar{\phi}_{2,0}, ..., \bar{\phi}_{k,0}]^T. \quad (8)$$

Correction of vector $\hat{\Phi}_{1,0}$ fulfill by means of algorithm

$$\hat{\Phi}_{1,1} = \hat{\Phi}_{1,0} + \Gamma \Delta \Phi_{1,0}, \quad (9)$$

where $\Gamma \in R^{k \times k}$ is a diagonal matrix with $\gamma_{ii} > 0$. Apply model (3) and define prediction $\hat{y}_{1,1,n}$ for $y_n$ $\forall n \in J_N$. Define $\hat{y}_{1,1}$ and $\hat{y}_{1,1,0}$. If $\hat{y}_{1,1} \succeq \bar{y}$ and

$$|\hat{y}_{1,1} - \bar{y}| \leq \Delta_r, \quad 0 < \Delta_r < \infty,$$

then suppose $\Omega_{A1} = \Omega_{A1}(\hat{\Phi}_{1,1})$ and on it process of construction APR finish. Otherwise apply algorithm (9) to adaptation of vector $\hat{\Phi}_1$. Here $\Delta_r$ there is some set magnitude.

**Statement 1.** Let initial value of vector $\hat{\Phi}_1$ is defined on the basis of secants (5), and its correction in the equation (3) is realize according to (8), (9). Then estimation APR

$$\Omega_{A1} = \{A_{1}: \bar{a}_{1,n} \leq \hat{\Phi}_{1,1}, \bar{\phi}_{1,1,0} < \infty, \bar{a}_{1,n} \in A_{1,0} \} \quad (10)$$

is admissible, if the condition of domination $\hat{y}_{1,1,n} \succ y_n$ for almost $\forall n \in J_N$ is satisfied
\begin{align}
\hat{r}_{\Delta, \Omega} & \in \Omega = \left\{ \hat{r}_{\Delta, \Omega} \in R : |\hat{r}_{\Delta, \Omega} - r_{\Delta, \Omega}| \leq \Delta, 0 \leq \Delta < \infty \right\} \\
\text{Remark 1.} \enspace \text{In (7) instead of } r_{\Delta, \Omega} \text{ is possible to use flowing (on time } n \in J_N \text{) value of misalignment } \\
& \hat{g}_{n, \Omega} = y_n - \hat{y}_{n, \Omega}.
\end{align}

\begin{align}
\text{Remark 2.} \enspace \text{If processes in system have stochastic decision-making on domination it is necessary to set admissible level of domination (see indicator } P_{\hat{y}_i}.)
\end{align}

Generally algorithm of adaptation of vector \( \hat{\Phi}_{t,m} \) present as

\begin{align}
\hat{\Phi}_{t,m+1} = \hat{\Phi}_{t,m} + \Gamma_t \Delta \Phi_{t,m},
\end{align}

where \( \Delta \Phi_{t,m} = \Delta \Phi_{t,m}(n) \) is formed on the basis of application to the procedure stated above.

For an estimation of quality of work of system of identification of parameters of area \( \Omega_A \) introduce quantitative criterion. Consider that \( \hat{y}_{t,n} \gg y_n \) almost on all interval \( J_N \), and probability

\begin{align}
P_{\hat{y}_i} = P(\hat{y}_{t,n} \gg y_n) \geq p_\gamma \quad \forall n \in J_N,
\end{align}

where \( p_\gamma > 0 \) there is a given magnitude.

\textbf{Definition 1.} \enspace Vector \( \hat{\Phi}_{t,m} \in R^k \) name optimum if he allows to receive an acceptable estimation of area of parametrical estimation \( \Omega_{\Delta t} \) and ensures maximum value of indicator \( P_{\hat{y}_i} \).

\textbf{Statement 2.} \enspace The exit of model (3) with vector \( \hat{\Phi}_{t,m} \in R^k \) corresponding to an optimum majority estimation of area \( \Omega_{\Delta t} \), has a maximum informational potency.

\textbf{Proof.} \enspace Consider acceptable exits of model (3) for which conditions of the statement 1 are satisfied, and the domination indicator satisfies (13). Hence, as an optimum majority estimation of area \( \Omega_{\Delta t} \), consider that, for which

\begin{align}
\max_{k \in N_m} P(\hat{y}_{t,k,n} \gg y_n) = P_{\hat{y}_i}(k) \quad \forall n \in J_N,
\end{align}

where \( N_m \subseteq Z \subset R \). there is a set of integers for which it is fulfilled (13), \( k_0 \in N_m \) is an iteration step on \( \Phi_{t,m} \) for which it is fair (14). Fulfillment (14) corresponds to such values of an exit of model (3) for which receive maximum value of an informational potency (17)

\begin{align}
\Xi_y = \frac{1}{N} \sum_{i=1}^{N} \hat{y}_{i}^2.
\end{align}

The algorithm (12) is finite-converging algorithm. Its properties receive from the following theorem.

\textbf{Theorem 1.} \enspace The system of identification (1), (3) and (12) with an acceptable vector of parameters \( \hat{\Phi}_{t,m} \in \Omega_{\Delta t} \) has the limited trajectories, if for matrix \( \Gamma_t \in R^{k 	imes k} \) in algorithm (12) the inequality is fulfilled

\begin{align}
\lambda_{\min}(\Gamma_t) \leq \frac{2\delta A_{m,n} \hat{y} \Delta \Phi_{t,m}}{||\Delta \Phi_{t,m}||},
\end{align}

where \( \lambda_{\min}(\Gamma_t) \), \( \lambda_{\max}(\Gamma_t) \) are minimum and maximum eigenvalues of matrix \( \Gamma_t \), \( \delta A_{m,n} = A - \hat{\Phi}_{t,m} \). Optimal value of matrix \( \Gamma_t \)

\begin{align}
\Gamma_t = D(\delta A_{m,n}) D^{-1}(\Delta \Phi_{t,m}),
\end{align}

where \( D \) is an operator of transformation of vector \( \delta A_{m,n} \) in a diagonal matrix.

Similarly define the lower boundary for area \( \Omega_{\Delta t} \). In this case a condition of domination (4) write in the form of \( \hat{y}_{b,m} \approx y_n \) for almost \( \forall n \geq 0 \), where \( \hat{y}_{b,m} \in R \) is a model exit

\begin{align}
\hat{y}_{b,m,n} = \hat{\Phi}_{t,m}^T U_n
\end{align}

with a vector of parameters \( \hat{\Phi}_{b,m} \in R^k \). Algorithm of tuning \( \hat{\Phi}_{b,m} \)

\begin{align}
\hat{\Phi}_{b,m+1} = \hat{\Phi}_{b,m} - \Gamma_{b} \Delta \Phi_{b,m}
\end{align}

Misalignment \( \Delta \Phi_{b,m} \in R^k \) receive from (7) and (8) taking into account remarks 1, 2. In (15) \( \Gamma_{b} \in R^{k 	imes k} \) is a diagonal matrix with \( \gamma_{b} > 0 \). Properties of algorithm (16) receive from analogue of the theorem 1.
2.4. Adaptive algorithm of definition of parameters of area \( \Omega_{A_j} \)

To tuning of vector \( \hat{\Phi}_{t,n} \) in (3) apply adaptive algorithm

\[
\hat{\Phi}_{t,n+1} = \begin{cases} 
\hat{\Phi}_{t,n} - \gamma (\hat{y}_n - y_n U_n) \sqrt{r_{\gamma y} \in \Omega}, \\
\hat{\Phi}_{t,n}, \\
(\hat{y}_n > y_n) \cap (r_{\gamma y} \in \Omega),
\end{cases}
\]

(17)

where \( \gamma \geq 0 \) there is a parameter ensuring convergence of algorithm.

Now specify criterion of a belonging of an exit of model (3) of area

\( \Omega_r = \{ y_n \in R: \hat{y}_n > y_n \text{ almost for } \forall n \in J_N \}. \)

To decision-making on quality of work algorithm (17) apply indicator \( P_2 \hat{y} \) (13) on interval \( J_N \).

The algorithm (17) belongs to the class finite-converging, and (13) is a condition of decision-making estimate to \( \Omega_{A_j} \).

**Theorem 2.** Let vector \( U_n \in R^k \) in (1) satisfies to a condition of a limiting nondegeneracy, and \( \hat{\Phi}_{t,0} \) in (17) is on the basis of construction of a field of structures on set of secants. Then the algorithm (17) allows to receive the admissible estimation of vector \( \hat{\Phi}_{t,n} \in \Omega_{A_j} \) ensuring performance of target inequality \( \hat{y}_n \geq y_n \), if

\[
0 < \gamma \leq \frac{2}{\| U_n \|^2},
\]

and the relative number of errors of algorithm on interval \( J_N \) is equal

\[
m \leq \frac{\| \Delta \Phi_{t,0} \|^2}{\gamma^2} \gamma^2,
\]

where

\[
\Delta \Phi_{t,0} = \Phi_{t,0} - \Phi_t.
\]

**Proof.** Write algorithm (17) are comparative misalignment

\[
\Delta \Phi_{t,n} = \Delta \Phi_{t,n-1} - \gamma (\hat{y}_n - y_n U_n),
\]

where

\[
\Delta \Phi_{t,n} = \Phi_{t,n} - \Phi_t.
\]

Consider Lyapunov function \( V_{\Phi_{t,n}} = \| \Delta \Phi_{t,n} \|^2 \). For the first difference \( \Delta V_{\Phi_{t,n}} = V_{\Phi_{t,n}} - V_{\Phi_{t,n-1}} \) receive

\[
\Delta V_{\Phi_{t,n}} = -2 \gamma \| \Delta \Phi_{t,n} \|^2 + \gamma^2 \| U_n \|^2.
\]

where \( e_n = \hat{y}_n - y_n \).

The algorithm (22) converges at

\[
0 < \gamma \leq \frac{2}{\gamma^2},
\]

where

\[
\gamma = \max \| U_n \|^2.
\]

Optimal value \( \gamma \) define from condition

\[
\Delta V_{\Phi_{t,n}} \leq \frac{e_{n+1}^2}{\gamma^2} \gamma^2 \leq \frac{c^2}{\gamma^2}, \quad c > 0.
\]

As the solution on final interval \( J_N \) for number of errors \( m \) of algorithm (17) receive is defined

\[
m \leq \frac{\Delta \Phi_{t,0}^2}{\gamma^2} \gamma^2.
\]

Some modifications of algorithm (17) are possible also. In particular, it is possible to demand performance of a condition \( \delta \) -domination [17]

\[
\hat{y}_n \geq y_n \begin{cases} \gamma \quad : \gamma \geq \delta_y, \delta_y > 0. \end{cases}
\]

It is necessary to notice that the condition (18) toughens requirements to algorithm (17). A payment for it is magnification of value \( \Delta \) in (11). There is limit \( \delta_y \) above which the \( \delta \) -domination condition is not realized.

2.5. Example

Consider object (1) with a vector of parameters \( A = [0.3 - 0.8] \) and additive irregular limited perturbation \( \varepsilon_{n_t} \in R \) operating on an output, \( \| \varepsilon_{n_t} \| \leq 0.3 \). Elements of vector \( U \in R^2 \) are the random functions having final expectation and a variance. It is necessary to estimate area of parametrical restrictions (2).

On Figure 1 results of identification of vector \( \Phi_t \) for area \( \Omega_{A_j} \) by means of system (3), (7) and (12) are shown. Here the vector of parameters \( A \) of object (2) is shown also. The method of least squares gives the following estimation of vector \( A : \hat{A}_n = [0.38 - 0.7 0.96]^T \). Vectors \( \hat{\Phi}_{t,1} \) and \( \hat{\Phi}_{t,1}^* \) define by means of algorithm (12) with \( r_t = 0.3I \) and \( I_1 = I_3 \).
where $I_3 \in R^{3 \times 3}$ is an identity matrix. Values $r_{ij}^y$ are equal $r_{0,0}^y = 0.94$, $r_{1,1}^y = 0.935$, $r_{2,2}^y = 0.939$.

According to the statement 1 received estimations are admissible. For final For each of the received estimations they are equal (Figure 2): $P_{r_{0,0}} = 8\%$, $P_{r_{1,1}} = 55\%$, $P_{r_{2,2}} = 100\%$. The same results are given by an informational portrait (look Figure 3) in space $(y_n, \hat{y}_{1,2})$. The lower boundary for area $\Omega_d$ is vector $\Phi_0 = [0.36 - 0.81 0.915]^T$.

![Fig. 1: A vector estimation $\Phi$](image1)

![Fig. 2: Domination of variable $\hat{j}$ at various values of vector $\Phi_i$](image2)

As it has been told in section 2.4, there is limit $\delta_j$ above which the $\delta$-domination condition is not realized. For algorithm (17) after definition of estimations APR taking into account a condition $\delta$-domination (18) indicator $P_{\hat{j}} = 0.8$, and for the same algorithm for a condition of domination $\hat{y}_n = y_n$ indicator $P_{\hat{j}} = 0.6$, $\delta_j = 0.1$. Adequacy of the received models by criterion $P_{\hat{j}}$ with usual and $\delta$-domination: $P_{\hat{j}} = 0.65$, $P_{\hat{j}} = 0.8$.

![Fig. 3: Output of model (3) in space $(y_n, \hat{y}_{1,2})$](image3)

![Fig. 4: Results of work of adaptive algorithm (17)](image4)
III. Estimation of area $\Omega_L$ on the basis of the analysis of a field of secants of system

3.1. Approach description

Reduce a solution of a problem from section 2, using results of the analysis of a field of secants of object (1). Apply to identification of area of restrictions (2) objects (1) set of experimental data

$$ I_n = \{ y_n \in R, U_n \in R^k, n \in J_N \}. $$

For an estimation of vector $\Phi_i = \text{col}(\phi_{i1}, \phi_{i2}, \ldots, \phi_{iL})$ setting an upper bound of area $\Omega_L$ (2), apply following the approach. Construct for (1) field of secants [18]

$$ S_S(y) = \{ \bar{f}(y, u_i) \forall i = \overline{1, k} \}, $$

where $\bar{f}(y, u_i) = a_{0,i} + a_{1,i} u_i$ is a secant, $a_{0,i}$, $a_{1,i}$ are some real numbers. $\bar{f}(y, u_i)$ approximates a contraction of observable informational portrait $\Gamma_0$ of object (1).

For $\bar{f}(y, u_i)$ define cross-correlation coefficient $r_{\gamma_i}$. To field $S_S(y)$ corresponds the observable informational portrait set by map $\Gamma_0 : (U_n \times \{ y_n \})$. Accept parameters $a_{1,i}$ for initial estimations $\hat{\Phi}_{i0}$ of elements of vector $\Phi_i$ in (3). On the basis of $\hat{\Phi}_{i0}$, using model (3), make the prognosis of an output of object (1). Designate the received variable through $\hat{y}_i(S)$ and averages for $\hat{y}_i(S)$ and $y$.

If $\bar{y}(S) < \bar{y}$, then estimation $\hat{\Phi}_{i0}$ improve. Consider model $\hat{y}_n = \hat{A}_L U_n$ and apply a method of least squares to definition of vector $\hat{A}_L$. On the basis of model $\hat{y}_n = \hat{A}_L U_n$ define the prediction of output $y_n$ of object. Generate informational set

$$ I_{LSM} = \{ \hat{y}_n, U_n \in R^k, n \in J_N \} \Rightarrow \hat{y}_n, \hat{A}_L. $$

Construct a new field of structures

$$ S_S(\hat{y}_n) = \{ \bar{f}(\hat{y}_n, u_i) \forall i = \overline{1, k} \}, (\hat{y}_n, u_i) \in I_{LSM}, $$

where $\bar{f}(\hat{y}_n, u_i) = \hat{a}_{0,i} + \hat{a}_{1,i} u_i$. For each secant $\bar{f}_i$ calculate value $r_{\gamma_i}$. If the condition is satisfied

$$ r_{\gamma_i} \geq r_{\gamma_i} \forall i = \overline{1, k}, $$

then specify vector $\hat{A}_L$ on the basis of coefficients $\hat{a}_{1,i}$ of secants $\bar{f}_i$. Otherwise to corresponding element of vector $\hat{A}_L$ appropriate value from $\hat{\Phi}_{i0}$.

Apply model $\hat{y}_{n,L} = \hat{A}_L U_n$ to the prediction of output $y_n$ of object. The prediction of values $y_n$ received by means of model $\hat{y}_{n,L} = \hat{A}_L U_n$, designate through $\hat{y}_{n,L}$. Calculate $\bar{y}_{n,L} = \hat{y}_{n,L}(\hat{S}_{n,L}(\hat{S}_{n,L})), r_{\gamma_{n,L}}$ and $I_{LSM}$. If conditions are satisfied

$$ (\bar{y}_{n,L} > \bar{y}) \&( r_{\gamma_{n,L}} \leq \delta_1), $$

where $\delta_1 > 0$, then we accept $\hat{A}_L$ for the upper estimation of area $\Omega_L$. Otherwise fulfill correction of vector $\hat{\Phi}_i$, using for this purpose the adaptive procedure described in the previous section. As informational set use $I_{LSM}$.

This approach apply to definition of the lower boundary of area $\Omega_L$ (2). Use a condition of domination $\hat{y}_i(S) \preceq y$. If it is not fulfilled, apply model $\hat{y}_{n,L} = \hat{\Phi}_{n,L} U_n$ and analogue of algorithm (17).
3.2. Example

Consider plant (1) with vector \( A = [0.3 - 0.8] \). As initial estimation \( \Phi_i \) in (3) use vector \( \Phi_{i,0} = [0.39 - 0.77 0.93] \) received on the basis of the analysis of a field of secants \( S_5(y) \), \( \hat{y}_5(S) = 2.2 \), \( \hat{y} = 2.39 \). As \( \hat{y}_5(S) < \hat{y} \) the condition of domination with estimation \( \Phi_{i,0} \) is not fulfilled. On the basis of the analysis of a field of secants \( S(\hat{y}_{n,L}) \) receive estimation \( \hat{A}_L \) of vector \( \hat{\Phi}_i : \hat{A}_L = [0.396 - 0.76 1.012] \). As \( r_{\hat{y}_{n,L}} \geq r_{\hat{y}_5} \), \( \hat{\Phi}_i = \hat{A}_L \). For variable \( \hat{y}_{n,L} \) the condition of domination \( \hat{y}_{n,L} \geq \hat{y} \), and \( r_{\hat{y}_{n,L}(S)} = 0.94 \), \( r_{\hat{y}_5(S)} = 0.94 \), \( \hat{y}_{n,L} = 2.48 \) is satisfied. Indicator of domination \( P \hat{y}_{n,L} = 0.7 \). Results of adequacy of the received estimation of area of restrictions \( \Omega_{A_L} \) are shown on Figure 6. On Figure 6 following labels are used: \( y \) is a straight line, \( \hat{y}_{n,L} \) is a circle, \( \hat{y}_5(S) \) is a rhomb, \( \hat{y}_{n,L}(S) \) is a quadrangle.

As \( \hat{y}_5(S) < \hat{y} \) for the lower boundary of area of restrictions \( \Omega_A \) accept vector \( \Phi_b = \Phi_0 \). For model with \( \Phi_b \) an indicator of domination \( P \) \( \hat{y}_b = 0.98 \).

IV. Estimation of area \( \Omega_A \) in the form of restriction on norm of a modification of parameters

4.1. Approach to estimation \( \Omega_A \)

Consider system

\[
y_n = A_n^T U_n + \hat{z}_n,
\]

where vector \( A_n \in \mathbb{R}^k \) belongs a priori to unknown area

\[
\Omega_A = \{ A_n \in \mathbb{R}^k : \alpha_0 \leq ||A_n|| \leq \alpha_4, 0 \leq (\alpha_0, \alpha_4) < \infty \}.
\]

\( U_n \in \mathbb{R}^k \) is an input vector, \( y_n \in \mathbb{R} \) is an output, \( \hat{z}_n \in \mathbb{R} \) is the limited perturbation operating on an output of object.

For object (18) the informational set is received

\[
I = I_0(y_n U_n, n \in J_N).
\]

It is necessary on the basis of the analysis of set \( I_0 \) on the set class of structures of object (18) to estimate parameters \( \alpha_0, \alpha_4 \) of area (19).

The considered problem substantially differs from the statement stated in the previous sections. The representation of area \( \Omega_A \) in the form of (19) does not allow to apply the approaches offered earlier. It explains nonlinearity of a considered problem as on parameters, and informational variables. The main thing here is a choice of suitable vectorial norm which in many respects depends on properties of vector \( U_n \) and its correlation with output \( y_n \). Depending on applied norm receive various estimations for area \( \Omega_A \). As shown in [16], for norm of vector \( A_n \) in (18) receive the following estimation

\[
\hat{\alpha}_0 \leq ||A_n|| \leq \alpha_4,
\]

where

\[
\hat{\alpha}_0 = \frac{\max_{n \in J_N} |y_n|}{\max_{n \in J_N} ||U_n||}, \quad \hat{\alpha}_4 = \frac{\min_{n \in J_N} ||U_n||}{\max_{n \in J_N} |y_n|}.
\]

In [16] it is shown that the upper bound for norm of vector \( \hat{A}_L \) is overestimated. Explain it both the applied approach, and an operation on an exit of perturbation \( \hat{z}_n \). Therefore estimation \( \hat{\alpha}_t \) specify in the process of identification. If \( y_n \) and \( U_n \) are measured with errors in (20) use their smoothed values.

---

Fig. 6: Results of an estimation of area (2) on a domination plane
Apply as norm function \[20\]
\[
\rho(X) = \max_i |x_i|, \quad x_i \in X, \quad X \in \mathbb{R}^k.
\]

Application \(\rho(X)\) to (20) allows to find an estimation for maximum an element of vector \(\hat{A}_n\).

To decision-making on adequacy of the received estimations apply a domination condition. Consider model \(\hat{\mu}_n = \hat{\mu}_n - \rho(U_n), \quad n \in N\).

where \(\mu = t, b\) \(\hat{\mu}_n\) there is an upper or lower estimation of norm \(\rho(y_n), \quad \rho(U_n)\) there is an estimation for \(\rho(U_n)\).

Define \(\hat{\mu}_n\) and check up condition \(\hat{\mu}_n \geq \rho(y_n)\) on the basis of an evaluation of indicator \(P_{\rho(y)}\). For receiving of demanded level of domination correction of current estimations in (20) is required. Apply the approach described in section 2.

The following stage is dependence definition between \(\hat{\alpha}_\mu\) and a corresponding element of vector \(A_n\). For this purpose study correlations between \(\rho(U_n)\) and \(|u_n|\) on all interval of decision-making \(N\).

4.2. Approach modification

Two approaches to correction of estimations (20) are possible. The first approach is based on the analysis of a modification of coefficient of structural properties [16, 18]. It is described in [18].

The second approach is based on application of the adaptive approach. In this case as criterion of decision-making use indicators

\[
P_{\hat{\rho}(y)} = P_{\hat{\rho}(y)} = \hat{\rho}(y_n) \geq \rho(y_n) \quad \forall n \in N ,
\]

\[
P_{\hat{\rho}(y)} = P_{\hat{\rho}(y)} = \hat{\rho}(y_n) \leq \rho(y_n) \quad \forall n \in N ,
\]

where \(p_{b} > 0, \quad p_{b} > 0\) are some set magnitudes.

After an evaluation (22) apply a \(\delta\) -domination condition

\[
\hat{\rho}_n - \rho(y_n) \geq \delta_y, \quad 0 \leq \rho(y_n) - \hat{\rho}_n \geq \delta_y ,
\]

where \(\hat{\rho}_n, \quad \hat{\rho}_n\) is model (22) exit, \(\delta_y \geq 0\).

For abatement of sensitivity of algorithm to an operation of perturbations a condition (25) consider concerning the smoothed values of variables. As initial estimations \(\hat{\alpha}_\mu\) in (22) take the values received on the basis of (20). Apply adaptive model

\[
\hat{\rho}_\mu_n = \hat{\rho}_\mu_n - \rho(U_n), \quad \mu = t, b.
\]

\(\varphi\)-algorithm of [16] tunings of parameter \(\hat{\rho}_\mu_n\)

\[
\varphi(\hat{\mu}_n) = \varphi(\hat{\mu}_n),
\]

where \(\varphi\) there is an operator of an average (smoothing), \(\varphi(\hat{\mu}_n)\) is an average value of an exit of model (26) on interval \([0, n]\), \(\varphi(\hat{\mu}_n)\) is an exit of model (26) on interval \([0, n]\). \(\gamma_\mu \in \mathbb{R}^k\) is the positive parameter ensuring convergence of algorithm,

\[
s(\mu) = \begin{cases} 1, \quad \mu = t, \\ -1, \quad \mu = b. \end{cases}
\]

If average operation is not applied, algorithm (28) write as

\[
\hat{\alpha}_\mu_n = \{ \hat{\alpha}_\mu_n - \gamma_\mu(\hat{\rho}_\mu_n - \rho(y_n))\rho(U_n), \\ \gamma_\mu \begin{cases} \gamma_\mu, \quad s(\mu)\gamma_\mu > \delta_y, \\ 0, \quad s(\mu)\gamma_\mu \leq \delta_y , \end{cases} \}
\]

where \(\gamma_\mu_n = \hat{\rho}_\mu_n - \rho(y_n)\).

Consider properties of algorithm (29) at \(\mu = t\).

Theorem 3. Let \(|\xi_n| \leq \nu\). Then the algorithm (29) is a solution of target inequality \(|e_\mu_n| > \delta_y, \delta_y > 0\), if

\[
0 < \gamma_\mu \leq \frac{2|e_\mu_n + \nu_n|}{|e_\mu_n|\gamma_\mu^2},
\]

and number of errors of algorithm

\[
m_\mu \leq \frac{\delta_\alpha^2}{c^2\gamma_\mu^2},
\]

where \(c \geq 1, \quad \gamma_\mu^2 = \max_n \rho(U_n), \quad \nu_n = |\xi_n|\).

The proof of the theorem 3 is similar to the proof of the theorem 2. Similarly receive properties of estimations for case \(\mu = b\).
4.3. Example

Consider an example from section 3 and find an estimation of area $\Omega^A$ (19) for a vector of parameters in case of an operation of random disturbance $\xi_n$, $|\xi_n| \leq 0.3$.

For vector $A_n$ on the basis of (20) and (21) receive estimations $\hat{a}_i = 1.35$, $\hat{a}_b = 1.07$. It is an estimations of element $a_{i,n} \in A_n$. They are overestimated, as $\rho(A_n) = 1$. Let $\hat{a}_{i,0} = 1.35$, $\hat{a}_{b,0} = 1.07$. Calculate average values $\rho(y_n)$, $\rho(U_n)$ on interval $J_N$. Apply for this purpose procedure of a sliding average and receive sets $\{\rho(y_n)\}$, $\{\rho(U_n)\}$. Then on the basis of $\{\rho(y_n)\}$, $\{\rho(U_n)\}$ receive estimations $\hat{a}_{i,s} = 1.14$, $\hat{a}_{b,s} = 0.9$.

Apply procedure of a sliding average and receive arrays $\rho(y_n)$, $\rho(U_n)$. Then on the basis of $\rho(y_n)$, $\rho(U_n)$ receive estimations $\hat{a}_{i,s} = 1.14$, $\hat{a}_{b,s} = 0.9$.

Results of an estimation show on Figure 7. In figure apply following keys: 1 is an output of model with $\hat{a}_{i,0}$, 2 is a lower boundary of an output of model with $\hat{a}_{i,0}$, 3 is $\rho(Y_n)$, 4 is a lower boundary of an output of model with $\hat{a}_{b,0}$, 5 there is a lower boundary of an output of model with $\hat{a}_{b,s}$, 6 is a lower boundary of an output of model with $\hat{a}_{b,s}$. Results of modelling confirm that it is necessary to apply procedure of smoothing of an output of system $\gamma_n$ to find of estimations of area of parametrical restrictions.

Results of work of algorithm (29) estimations APR map on Figure 8. As initial values $\hat{a}_{\mu,0}$ use the estimations received on the basis of (20). To definition of current average value of an output of model (26) apply exponential smoothing. The Figure 9 shows a condition of domination of an output of model (26). The received results confirm also values of indicators (23), (24) which, accordingly, are equal $\delta_\gamma = 0.2$, $P_{\gamma_{b}} = 88\%$, $P_{\gamma_{b}} = 63\%$. Parameter

$$c = \begin{cases} 2, & \mu = \bar{t}, \\ 1.5, & \mu = b. \end{cases}$$

4.4. Construction of area $\Omega^A$ (19) on the basis of the analysis of a modification of a secant for $\rho(y_n)$

For system of identification of parameters $\Omega_A$ construct an informational portrait with map

$$\Gamma_{\rho} \subseteq \{\rho(U_n)\} \times \{\rho(y_n)\}.$$

Find a secant for $\Gamma_{\rho}$.
\[ \tilde{r}(\rho(y_n), \rho(U_n)) = \tilde{r}_n = a_0 + a_1 \rho(U_n). \]  

(30)

Value \( a_1 \) is an initial estimation for \( \hat{\alpha}_r \) in (20). On the basis of parameters of secant \( \tilde{r}_n \) define the modified coefficient of structural properties [16, 17]

\[ k_{x,p,n} = \frac{\rho(y_n) - \rho_0}{\rho(U_n)} \quad \forall n \in J_N. \]  

(31)

Calculate maximal value \( k_{x,p,n} \)

\[ \kappa_i = \max_n k_{x,p,n}, \]  

(32)

If \( \kappa_i < \hat{\alpha}_r \), where \( \hat{\alpha}_r \) the value received on the basis of application (20), then \( \kappa_i \) we accept as new estimation \( \hat{\alpha}_r \) in (20).

For decision-making rather \( \kappa_i \) find prognosis \( \rho(y_n) \) on the basis of model (22). If it is fair \( \tilde{\rho}_{n,w} > \overline{\rho}(y_n) \) the upper bound of area \( \Omega_A \) is defined. Here \( \tilde{\rho}_{n,w} \overline{\rho}(y_n) \) there are average values of variables \( \tilde{\rho}_{n,w} \rho(y_n) \).

Calculate

\[ \kappa_b = \min_n k_{x,p,n}, \]  

(33)

and check up condition \( \kappa_b > \hat{\alpha}_b \), where \( \hat{\alpha}_b \) estimation \( \hat{\alpha}_b \) in (20). If the inequality is fulfilled, \( \kappa_b \) consider new estimation \( \hat{\alpha}_b \) in (20). For decision-making about value \( \kappa_b \) use described above a rule.

So, the statement is true.

**Statement 3.** Let for the informational portrait set by ration \( \Gamma_{\rho} \subseteq \{\rho(U_n)\} \times \{\rho(y_n)\} \), the secant (30) is received and the coefficient of structural properties (31) is defined. Then values \( \kappa_i, \kappa_b \) satisfying (32) and (33), use as an estimation for \( \hat{\alpha}_r, \hat{\alpha}_b \) in (20), if

\[ \tilde{\rho}_{n,w} > \overline{\rho}(y_n), \quad \tilde{\rho}_{h,n} < \overline{\rho}(y_n). \]  

Application of the statement 3 for an example from section 4.3 states the following estimation of area \( \Omega_A = [0.78, 1.22] \).

4.5. About influence of vectorial norms on an estimation of area \( \Omega_A \)

The methods of estimation \( \Omega_A \) stated above were based on use norm (21). Very often to shaping of restrictions apply also norms [20]

\[ \gamma(X) = \sum_{i=1}^{n} |x_i|, \quad h(X) = \sqrt{\sum_{i=1}^{n} x_i^2}. \]  

(34)

Comparison \( \rho(X) \) and (34) shows that

\[ \rho(X) \leq \gamma(X), \quad \rho(X) \leq h(X). \]

Hence, use of norms (34) for static system (18) gives the underestimated (pessimistic) estimations (20). To bypass this problem, make the following. Apply as initial norm \( \rho(X) \) and by means of stated above approaches receive estimations (20). Designate them as

\[ \hat{\alpha}_b^\gamma, \hat{\alpha}_b^\nu \]  

that they allowed to cover some area corresponding to average value \( \overline{\nu}(y_n) \). For this purpose find average values \( k_i(X_n) \)

\[ \nu_i = k_i(X_n) = \frac{1}{N} \sum_{n=1}^{N} k_i(X_n). \]

Receive following estimations for area \( \Omega_A \) on the basis of norm \( \nu(X) \)

\[ \hat{\alpha}_b^\gamma \leq \nu(A_b) \leq \hat{\alpha}_b^\nu, \]  

\[ \hat{\alpha}_b^\gamma = \nu_i \hat{\alpha}_b^\nu, \]  

(35)

Other approach to an estimation of area \( \Omega_A \) in case of application of norms \( \gamma(X) \) and \( h(X) \) is described in [18].

V. Conclusion

The problem of an estimation of area of parametrical restrictions of static object in the conditions of uncertainty on a class of irregular inputs is considered. Advantages and shortages of the vectorial norms applied to description of area of restrictions are noted. Algorithms of an estimation of parameters of area of restrictions are stated. Procedures of the analysis of the data and a deci
sion making in offered algorithms are considered. Working capacity of the offered procedures and methods is confirmed by results of modelling.

The majority of methods is based on construction of a field of secants in some space. It is shown that the most adequate estimations of area of parametrical restrictions can be received in case of application of norm $\rho(X)$. Use of other norms gives the estimations, not having practical value. Therefore algorithms of an estimation of area $\Omega_A$ in case of application of norms $\gamma(X), h(X)$ should be based on the results based on use of norm $\rho(X)$. Criteria of a decision making in case of identification of restrictions on norms $\gamma(X), h(X)$ are offered.
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