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Abstract— The approach to an estimation of area of 

parametrical restrictions (APR) for static linear system 

on parameters in the conditions of uncertainty is offered. 

For decision-making indicators of domination o f an exit  

of model over an exit of system and the special indica-

tor setting admissible level of errors of domination are 

used. The case of the representation of area of re-

strictions in the form of boundaries from below and 

from above on a modification of parameters of system 

is considered. The iteration algorithm of identification 

of restrictions and decision-making is offered. The 

adaptive algorithm of an estimation of boundaries of 

area of parametrical restrictions is synthesized. Proce-

dure of estimat ion APR on the basis of the analysis of a 

field of secants of system is described. Method devel-

opment on a case of representation APR in the form of 

restriction on norm of a modification of parameters of 

system is given. Various forms of vectorial norms and 

algorithms of construction of area of parametrical re-

strictions corresponding to them are considered. 

 

Index Terms— Parametrical Restriction, Static System, 

Domination, A lgorithm, Identification, Decision-

making 

 

I. Introduction 

Parametrical restrictions are a basis of creation of ef-

fective systems of identification and control. In systems 

of identification the account of restrict ions allows to 

reflect real working conditions of object  and to realize 

robust algorithms of a parametrical estimation. 

In identificat ion systems the set of publications is de-

voted application of parametrical restrictions. In [1] the 

problem of identification of model of the price of the 

basic assets by means of extension of the general meth-

od of moments is considered. Two types of the re-

strictions superimposed for a moment are considered. 

These are restrictions on current value of a variab le or 

on as maximum value for a variable on some interval. 

Restriction on the moment is set a priori. In  [2-4] appli-

cation of the general method of the moments  for a cor-

relation establishment between parametrical restrictions 

and stability of parameters is given also. Restriction is 

set in the form of equality for the moment. As well as in 

[1] restrictions are set a priori. In  [5] the problem of 

identification of parameters of process of electromag-

netism in the availability of existing physical re-

strictions on parameters is explored. Iteration algorithm 

Levenburg-Marquardt is applied to its solution. APR it 

is set a priori in the form of the lower and upper bound-

aries on a modification of parameters. The problem of 

correction of set boundaries of restrictions is considered. 

In [6, 7] the problem of parametrical identificat ion of 

dynamic object subject to the parametrical restrictions 

representing a parametrical ellipse is studied. Quadrati-

cally constrained limited method of least squares is ap-

plied to a problem solution. The heuristic algorithm of a 

solution of a problem is offered. In  case of the final data 

in [6] is shown, that always there is some indefin ite 

square restriction, depending on operating noise. The 

solution of a problem of optimizat ion taking into ac-

count existing restriction is reduced. It is shown that the 

solution contains true parameters of system at perfor-

mance of a condition of a constancy of excitation of an 

input. Restrictions are set a priori. In [8] the problem of 

an estimat ion of parameters of nonlinear polynomial 

model on the basis of the account of a priori knowledge 

is considered. The ellipsoidal algorithm is applied to its 

solution. Restrictions on parameters are set on the basis 

of the analysis polynomial the equations for an evalua-

tion of parameters. The algorithm of identification has a 

heuristic form. In [9] the problem of identification of 

static object with a p riori set area of parametrical re-

strictions is considered. For probability of an exit of 

estimations of parameters estimations are received for 

boundaries of area of restrictions. A priori set APR in a 

problem of construction of model of an autoregression 

of process of electric stimulation of muscles work [10] 

is devoted the influence. It is noticed that ignoring of 

parametrical restrictions affects results of a parametrical 

estimation. The case of correction of restrict ions is con-

sidered. It is shown that the account of restrictions im-

proves predicting properties of the identified model. In 

[11] the method of synthesis of algorithm of identifica-

tion of dynamic object with a prio ri set restrictions on 

parameters in the form of equality is offered. The varia-

tion method of determination of an optimum of function 

of Hamilton is applied to synthesis of algorithm of iden-

tification. Paper [12] p roposes a closed-loop system 

identification procedure that aims to improve model 
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parameter estimates by incorporating prior knowledge 

about the process in the form of constraints without the 

use of a dither signal. It is shown how to generate re-

strictions on the basis of the a priori data about object.  

Newton's method is applied to optimization of criterion 

of an estimation with restrictions. 

In work [13] the problem of use of a priori 

knowledge of plant and to their representation in the 

form of restrict ions in system of identificat ion of non-

linear system is considered. For a problem solution the 

generalized method of least squares is applied to an 

estimation of parameters. In [14] the problem of an es-

timation of parameters of plant with applicat ion of a 

method of least squares and square restrictions is stud-

ied. For construction of restrictions physical knowledge 

and a regularization method are  used. Algorithms of 

identification are offered and are shown their applica-

tion. In [15] the problem of an estimat ion of paramet-

rical restrictions in a problem of damping of oscillations 

in nonlinear control systems of mechanisms with elas-

ticity is considered. The analytical mode of a choice of 

roots of a characteristic polynomial of the closed system 

of the fourth and fifth orders is applied to definit ion of 

restrictions. The system model is set a priori. 

Some approaches to a solution of a problem of deriv-

ing of parametrical restrict ions are offered in [16, 17]. 

In work the mode of deriv ing of parametrical re-

strictions for dynamic linear system on the basis of the 

analysis of an observable informat ional portrait is de-

scribed. Specifica lly, for estimat ion APR A
 set in the 

form of an inequality on norm of a vector of parameters, 

the majority model was applied. 

From the analysis of works follows that parametrical 

restrictions are often used at synthesis of systems of 

identification. Usually the area of parametrical re-

strictions is formed a priori. A lgorithms of correction of 

area of restrict ions A
 have heuristic character. The 

problem of construction A
 in  the conditions of a pri-

ori uncertainty was not cons idered. But there is a whole 

class of complicated objects for which to set description 

A
 a priori not probably. Therefore the solution of the 

given problem for the specified class of systems is actu-

al. 

The approach to construction of area A
 for static 

systems in the conditions of uncertainty is offered in [17, 

18]. The method of an estimat ion of area A
 specify in  

the form of the lower and upper boundaries of a modif i-

cation of parameters of system is offered. The method is 

based on a domination principle. The iteration algo-

rithm of correction of the received estimations of area 

of restrictions is offered. The criterion of an assessment 

of works of system identification is introduced. Proper-

ties of an iteration scheme are researched. The adaptive 

algorithm of an  estimation of parameters of area A
 on 

the basis of processing of the current informat ion on 

system is offered. Convergence of adaptive algorithm is 

proved. Then the case of the representation of area A
 

in the form of restriction on norm of a modification of 

parameters is considered. The solution of a problem for 

a case, when the norm looks like restriction on a modi-

fication of a maximal element of a vector of parameters 

of system is received. To  a problem solution it is ap-

plied two approaches. The first approach is based on 

correction of received estimations A
 and application  

of a principle domination. The second approach is based 

on adaptation of parameters of the model, depending on 

performances of area restrictions. Boundedness of re-

ceived estimat ions of parameters of model is proved. To 

a solution of the considered problem it  is applied  a 

method of secants. Generalisation of the received re-

sults on other forms of vectorial norms is given. Results 

of modelling confirm working capacity of the offered 

methods and algorithms. 

 

II. Estimation of Area A
 in the Form of an In-

terval of a Modification of Parameters 

2.1 Problem statement 

Consider system 

nn
T
nn UAy 

,                                                       (1) 

where 
k

An RA 
 there is a vector of parameters, 

belonging of the limited area 

 ,),(,: ,,,,,  itibitniib
k

nA aRA 
     (2) 

with unknown parameters 
k

bib R,
, 

k
tit R, , 

],0[ NJn N 
 is discrete time, 

,, nni Aa 
 N , 

k
n RU 

 is a vector of an input with 

limited irregular variab les nni Uu , , 
Rn

 is the lim-

ited perturbation operating on an output of object. 

For object (1) information 
),(II nnoo Uy

 is known 

and observable informat ional portrait 
}{}{:о nn yU 

 is 

constructed. Introduce vector 
),,,col( ,2,1, ktttt  

 

which majority vector nA
 in (1). Consider the special 

case of area A
 corresponding to an upper bound of 

area of restrictions 

},,:{ ,,,,, nniititni
k

ntA AaaRA  
. 

To estimation tAt ,
 apply mathematical model 

n
T
tnt Uy  ˆˆ

, .                                                     (3) 
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Problem: for plant  (1) on the basis of analysis oI  and 

map о  receive by means of model (3) such estimations 

of vector t
 in (2) to satisfy a domination condition 

nnt yy ,
ˆ

 for almost 0n .                                (4) 

We understand performance of inequality ntn yy ,
ˆ

 

as domination for almost NJn
. 

 

2.2 Method of solution 

It is possible to apply some approaches to a problem 

solution. State one of them [19], based on check of a 

condition of domination, using as secondary criterion 

average value of study variables. 

Consider projections of observable informat ional por-

trait o  to planes 
),( yui  and construct secants 

Ruiy )(
 by means of a method of least squares  

iiiiy buau )(
, ki ,1                                        (5) 

with ranges of defin ition and values: iuiy Ju ))((dom 
, 

yiy Ju ))((rng 
, where 

RJ
iu 

, 
RJ y   are intervals of 

a modification of variables 
yui, ; ii ba ,

 are some num-

bers. 

Let iit a0,,̂ . Then we have the approached estima-

tion of area tA,
 

 0,

0
,

ˆ: tn
k

ntA ARA 
, 

with 
T

ktttt ]ˆˆˆ[ˆ
0,,0,2,0,1,0,  

.  

0,
ˆ

tA 
 we understand inequality as single-item. 

The index 0 designates level of a s mall adjustment of 

vector t̂
 of model (3) and does not coincide with  a 

step of a modification of interval NJ
. 

Apply model (3) with 0,
ˆ

t
 and define prediction 

nty ,0,
ˆ

 of an output of object ny
 and magnitude of coef-

ficient of determination 

2
ˆ

0,
yyt

r
. Check up a condition of 

domination nnt yy ,0,
ˆ

. If it is fulfilled fo r almost all n  

suppose 0,,, tAtA 
 and process of defin ition APR 

fin ish. Otherwise apply  algorithm of correction 0,,tA
 

for the purpose of performance of a condition (4). 

2.3 Algorithm of correction 0,,tA
 

Calculate average values  






N

n

ny
N

y

0

1

,  






N

n

ntt y
N

y

0

,0,0,
ˆ

1
ˆ

 

and define variable 

0,0,
ˆ
tt yy 

   0,
ˆ

t
.                                        (6) 

Lemma [18]. 
00, t . 

0,t  shows how much variable nty ,0,
ˆ

 does not come 

nearer to domination area over ny
. If 

00, t , 
yyt 0,

ˆ
, 

then almost NJn
.  On the basis of 0,t  generate set 

of corrections of a vector for 0,
ˆ

t
. For this purpose de-

fine magnitudes 

ni

t
nit

u ,

0,
,,

~ 
  

  NJn
                                          (7) 

and calculate their average values 
)

~
( ,,,,

  nititit 
. Gen-

erate a vector of corrections  

T
ktttt ][ ,2,1,0,
  

.                                   (8) 

Correct ion of vector 0,
ˆ

t
 fu lfill by means of algo-

rithm 

0,0,1,
ˆˆ

tttt 
,                                          (9) 

where 
kk

t R 
 is a diagonal matrix with 

0, iit . Ap-

ply model (3) and define prediction ny ,1̂  for ny
 

NJn
. Define 1,

ˆ
ty

 and 
yyt

r
1,ˆ

. If 
yyt 1,

ˆ
 and 

ryyyy tt
rr 

0,1, ˆˆ
,  

 r0
, 

Then suppose 
)ˆ( 1,,, ttAtA 

 and on it process of 

construction APR finish. Otherwise apply algorithm (9) 

to adaptation of vector t̂
. Here r  there is some set 

magnitude. 

Statement 1 . Let init ial value of vector t̂
 is defined 

on the basis of secants (5), and its correction in the 

equation (3) is realize according to (8), (9). Then esti-

mation APR 

 nniititni
k

ntA AaaRA  ,,,,, ,,| 
    (10) 

is admissible, if the condition of domination 

nnt yy ,1,
ˆ

 for almost nJn
 is satisfied and 
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  rryyyyyyryy tttt
rrRrr 0,:

0,,,1, ˆˆˆˆ
11 (11)  

The condition (11) superimposes restriction on a 

class of acceptable models (3) in the condit ions of un-

certainty. For the centre of area r
 accept value 

yyt
r

0,ˆ
. 

Remark 1. In (7) instead of 0,t  is possible to use 

flowing (on time NJn
) value o f misalignment 

ntnnt yy ,0,,0,
ˆ

. 

Remark 2. If processes in system have stochastic 

character for decision-making on domination it is nec-

essary to set admissible level of domination (see indica-

tor yP ˆ ). 

Generally algorithm of adaptation of vector mt,̂
 

present as 

mttmtmt ,,1,
ˆˆ   ,                                       (12) 

where 
)(ˆˆ

,, nmtmt 
 is fo rmed on the basis of ap-

plication to the procedure stated above. 

For an estimat ion of quality of work of system of 

identification of parameters of area A
 introduce quan-

titative criterion. Consider that nnt yy ,
ˆ

 almost on all 

interval NJ
, if probability 

 pyyPP nntyt
 )ˆ( ,ˆ

   NJn
,                    (13) 

where 
0p  there is a given magnitude. 

Definition 1. Vector 
k

mt R ,
ˆ

 name optimum if he 

allows to receive an acceptable estimation of area of 

parametrical estimat ion tA,
 and ensures maximum 

value of indicator tyP ˆ
. 

Statement 2. The exit  of model (3) with vector 
k

mt R ,
ˆ

 corresponding to an optimum majority esti-

mat ion of area 
)ˆ( ,, mttA 

, has a maximum information-

al potency. 

Proof. Consider acceptable exits of model (3) for 

which conditions of the statement 1 are satisfied, and 

the domination indicator satisfies (13 Hence, as an op-

timum majority estimation of area tA,
 consider that, 

for which 

)()ˆ(max *ˆ,,
N

kPyyP
t

m
ynnkt

k


    NJn
,             (14) 

where 
Rm  ZN

 there is a set of integers for which 

it is fu lfilled  (13), mk N*  is an iteration step on mt,̂
 

for which it is fair (14). Fulfillment (14) corresponds to 

such values of an exit of model (3) for which receive 

maximum value of an informational potency [17] 






N

i

iy y
N

1

2ˆ
1

. 

The algorithm (12) is fin ite-converging algorithm. Its 

properties receive from the following theorem. 

Theorem 1. The system of identification (1), (3) and 

(12) with an acceptable vector of parameters 

tAmt ,,
ˆ 

 has the limited  trajectories, if for matrix 
kk

t R 
 in algorithm (12) the inequality is fulfilled 

2
,

,,,

min,

2
max,

| || |

)(2

)(

)(

mt

mt
T

nmt

tt

tt A








 





, 

where 
)(min, tt 

, 
)(max, tt 

  are min imum and maxi-

mum eigenvalues of matrix t , mtnmt AA ,, ̂
. Op-

timal value of matrix t  

)()( ,
1

,, mtnmtt A  DD 
, 

where D  is an operator of transformat ion of vector 

nmtA ,,
 in a diagonal matrix. 

Similarly define the lower boundary for area A
 (2). 

In this case a condition of domination (4) write in the 

form of nnb yy ,
ˆ

 for almost 0n , where 
Ry nb ,

ˆ
 is 

a model exit 

n
T

mbnmb Uy ,,,
ˆˆ 

                                                     (15) 

with a vector of parameters 
k

mb R ,
ˆ

. Algorithm of 

tuning mb,̂
 

mbbmbmb ,,1,
ˆˆˆ   .                                    (16) 

Misalignment 
k

mb R ,  receive from (7) and (8) 

taking into account remarks 1, 2. In (15) 
kk

b R 
 is a 

diagonal matrix with 
0, iib . Propert ies of algorithm 

(16) receive from analogue of the theorem 1. 
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2.4. Adaptive algori thm of definition of parameters 

of area tA,
 

To tuning of vector nt,̂
 in (3) apply adaptive algo-

rithm 











 

),()ˆ(,ˆ

),()ˆ(,)ˆ(ˆ
ˆ

ˆ,

ˆ,

1,

ryynnnt

ryynnnnnnt

nt
ryy

ryyUyy





(17) 

where 0  there is a parameter ensuring convergence 

of algorithm. 

Now specify criterion of a belonging of an exit of 

model (3) of area 

}for almost ˆ:ˆ,{ Nnnnn JnyyRyRy   . 

To decision-making on quality of work of algorithm 

(17) apply indicator tyP ˆ  (13) on interval NJ
. 

The algorithm (17) belongs to the class finite-con-

verging, and (13) is a condition of decision-making es-

timate to tA,
. 

Theorem 2. Let vector 
k

n RU 
 in (1) satisfies to a 

condition of a limit ing nondegeneracy, and 0,
ˆ

t
 in (17) 

is on the basis of construction of a field  of structures on 

set of secants. Then the algorithm (17) allows to rece ive 

the admissible estimation of vector tAnt ,,
ˆ 

 ensuring 

performance of target inequality nn yy ˆ
, if 

2| ||

2
0

nU
 

, 

and the relative number of errors of algorithm on inter-

val NJ
 is equal 

2

2

2
0, | || |






y

tm




, 

where 

22 | || |max n
n

U
, ttt  0,0,

ˆ
. 

Proof. Write algorithm (17) are comparat ive misa-

lignment 

,)ˆ(1,, nnnntnt Uyy   
 

where tntnt  ,,
ˆ

. 

Consider Lyapunov function 
2

,, | || | ntnV  
. For the 

first difference 1,,,   nnn VVV
 receive 

222
1,, | || |2 nnn

T
ntnn UeUeV    , 

where nnn yye  ˆ
. 

The algorithm (22) converges at 

2

2
0


 

, 

where 

22 | || |max n
n

U
. 

Optimal value   define from condition 

0/,   nV
: 

2opt . At such choice opt
 for a 

case of performance of a condition of domination (4) 

)|(| cen 
 receive 

2

2

2

2

,


ce
V n

n  

,  0c . 

As the solution on final interval NJ
 for number of 

errors m  of algorithm (17) receive is defined 

2

2

2
0, 



c
m t


. 

Some modifications of algorithm (17) are possible a l-

so. In particular, it is possible to demand performance 

of a condition  -domination [17] 

yyyyy
y




 )ˆ(ˆ 
,   

0y .                            (18) 

It is necessary to notice that the condition (18) tough-

ens requirements to algorithm (17). A payment fo r it is 

magnificat ion of value r  in (11). There is limit y  

above which the  -domination condition is not realized. 

 

2.5. Example 

Consider object (1) with a vector of parameters 
TA ]18.03.0[ 

 and additive irregular limited pertur-

bation 
Rn 

 operating on an output, 
3.0|| n . Ele-

ments of vector 
3RU   are the random functions hav-

ing final expectation and a variance. It is necessary to 

estimate area of parametrical restrictions (2). 

On Figure 1 results of identificat ion of vector t
 for 

area tA,
 by means of system (3), (7) and (12) are 

shown. Here the vector of parameters nA
 of object (2) 

is shown also. The method of least squares gives the 

following estimation of vector A : 
T

nA ]96.07.038.0[ˆ 
. Vectors 1,

ˆ
t

 and 
*
1,

ˆ
t

 define 

by means of algorithm (12) with 33.0 It 
 and 3It 

, 
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where 
33

3
RI

 is an identity matrix. Values yyt
rˆ

 are 

equal 
94.0

0,ˆ yyt
r

, 
935.0

1,ˆ yyt
r

, 
939.0*

ˆ 1,
yyt

r
. 

According to the statement 1 received estimat ions are 

admissible. For final For each of the received estima-

tions they are equal (Figure 2): 
%8

0,ˆ 
tyP

, 

%55
1,ˆ 

tyP
, 

%100*
ˆ 1,


tyP
. The same results are given 

by an informational portrait (look Figure 3) in space 

)ˆ,( ,ntn yy
. The lower boundary for area A

 is vector 
T

b ]915.081.036.0[ˆ 
. 
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ˆ
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t
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ˆ
t
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t
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ˆ
t

 
1,

ˆ
t
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ˆ
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Fig. 1: A vector estimation   
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ˆtyP
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ˆtyP

1
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0
ˆtyP

ny

 

Fig. 2: Domination of variable 
ŷ

 at  various values of vector t̂
 

 

On Figure 4 results of work of algorithm (17) are 

shown at an estimation o f area tA,
 of object (1) with a 

vector of parameters 
TA ]18.03.0[ 

. Initial estima-

tion 0,
ˆ

t
 of vector t

 in (3) is vector 
T]93.077.039.0[ 

 received on the basis of the analy-

sis of a field of secants. For considered case 
77.0ˆ yP

, 

and p
  it  is equal 0,6. Values of cross-correlation co-

efficients 
94.0

0ˆ
yyr

 and 
939.0ˆ yyr

 have confirmed  

that the received value of vector t
 is admissible, as 

ryyr ˆ
. Tuning of parameters of model (3) by means 

of algorithm (15) show on Figure 5. In figure level lines 

for yyrˆ
 are shown, the line with a circle reflects modifi-

cation yyrˆ
, and with quadrate is a modification of pa-

rameter 2̂ . 

1,6 2,0 2,4 2,8 3,2 3,6
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1,6
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2,8

3,2

3,6

4,0

ny

 
nty ,ˆ

ny
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nty ,1,ˆ

nty ,0,ˆ

ny

 

Fig. 3: Output of model (3) in space 
)ˆ,( ,ntn yy
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Fig. 4: Results of work of adaptive algorithm (17) 

 

As it has been told in section 2.4, there is limit y  

above which the  -domination condition is not realized. 

For algorithm (17) after definition of estimations APR 

taking into account a condition  -domination (18) in-

dicator 

8.0ˆ yP



, and for the same algorithm for a 

condition of domination nn yy ˆ
 indicator 

6.0ˆ yP
. 

1.0y . Adequacy of the received models by criterion 

P  with usual and  -domination: 
65.0ˆ yP

, 

8.0ˆ yP



. 
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Fig. 5: Results of work of algorithm (17) in space 
),ˆ,ˆ( ˆ21 yyr

 

 

So, results of modelling confirm efficiency of the of-

fered approach. 

 

III. Es timation of area A
 on the basis of the anal-

ysis of a field of secants of system 

3.1. Approach description 

Reduce a solution of a problem from section 2, using 

results of the analysis of a field of secants of object (1). 

Apply to identification of area of restrictions (2) objects 

(1) set of experimental data 

},,{I N
k

nno JnRURy 
. 

For an estimation of vector 
),,,col( ,2,1, ktttt  

 

setting an upper bound of area A
 (2), apply following 

the approach. Construct for (1) field of secants [18] 

},1),({)( kiuyy iS  S
, 

where 
iiii uaauy ,1,0),( 
 is a  secant, 

,,0 ia
 

ia ,1
 are 

some real numbers. 
),( iuy
 approximates a contraction 

of observable informational portrait o  of object (1). 

For 
),( iuy
 define cross-correlation coefficient iyr 

. 

To field  
)(ySS  corresponds the observable informa-

tional portrait set by map 
}{}{: nno yU 

. Accept pa-

rameters 
ia ,1
 for in itial estimations 0,

ˆ
t

 of elements of 

vector t̂
 in (3). On  the basis of 0,

ˆ
t

, using model (3), 

make the prognosis of an output of object (1). Designate 

the received variable through 
)(ˆ Sty

. Calcu late 
)(ˆ Styyr
 

and averages for 
)(ˆ Sty

 and 
y

. 

If 
yyt )(ˆ S

, then estimation 0,
ˆ

t
 improve. Consider 

model n
T
Ln UAy ˆˆ 

 and apply a method of least squares 

to definit ion of vector LÂ
. On the basis of model 

n
T

n UAy L
ˆˆ 

 define the prediction of output ny
 of object. 

Generate informational set 

 N
k

nLnLSM JnRURy  ,,ˆI , ,   nLn yy ˆˆ
,




. 

Construct a new field of structures  

 kiuyy iLLS ,1),ˆ()ˆ(  S
,   LSMiL uy I),ˆ( 

, 

where 
niiiLiiL uaauy ,,1,0,

ˆˆ),ˆ( 
.  

For each secant Li,  calculate value Liyr , . If the con-

dition is satisfied 

iLi yy rr  
,    ki ,1 , 

then specify vector 1,
ˆ
tA

 on the basis of coefficients 

ia ,1
ˆ

 of secants Li, . Otherwise to corresponding ele-

ment of vector 1,
ˆ
tA

 appropriate value from 0,
ˆ

t
. 

Apply model n
T
tLn UAy 1,*,

ˆˆ 
 to the prediction of output 

ny
 of object. The prediction of values ny

 received by 

means of model n
T
tLn UAy 1,*,

ˆˆ 
, designate through tLny ,,

ˆ
. 

Calculate 
))ˆ((ˆ(ˆˆ

*,,,,,,, LntLntLntLn yyyy S
 and 

)(ˆ ,, StLnyyr
. If 

conditions are satisfied 

 ryyyytLn ttLn
rryy  )(ˆ)(ˆ,, ,,

&)ˆ( SS
, 

where 
0r , then we accept 1,

ˆ
tA

 for the upper esti-

mat ion of area A
: 1,

ˆˆ
tt A

. Otherwise fu lfill correc-

tion of vector t̂
, using for this purpose the adaptive 

procedure described in the previous section. As infor-

mational set use LSMI
. 

This approach apply to definition of the lower 

boundary of area A
 (2). Use a condition of domina-

tion 
.)(ˆ yyt S

 If it is not fulfilled, apply model 

n
T

nbnb Uy 1,,
ˆˆ


 and analogue of algorithm (17). 
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3.2. Example 

Consider plant (1) with vector 
TA ]18.03.0[ 

. As 

init ial estimat ion t̂
 in (3) use vector 

T
t ]93.077.039.0[ˆ
0, 

 received on the basis of the 

analysis of a field of secants 
)(ySS . 

2.2)(ˆ Sty
, 

39.2y
. As 

yyt )(ˆ S
 the condition of domination 

with estimation 0,
ˆ

t
 is not fulfilled. On the basis of the 

analysis of a field of secants 
)ˆ( ,LnyS

 receive estimat ion 

1,
ˆ
tA

 of vector t̂
: 

T
tA ]012.176.0396.0[ˆ
1, 

. As 

iLi yy rr  
, , 1,

ˆˆ
tt A

. For variable Lny ,
ˆ

 the condition 

of domination 
yy tLn ,,

ˆ
, and 

94.0)(ˆ Styyr , 

94.0)(ˆ ,,
StLnyyr

, 
48.2ˆ

,, tLny
 is satisfied. Indicator of 

domination 
7.0

,ˆ 
tLyP

. Results of adequacy of the 

received estimat ion of area of restrictions tA,
 are 

shown on Figure 6. On  Figure 6 fo llowing labels are 

used: 
y

 is a straight line, Lny ,
ˆ

 is a circle, 
)(ˆ Sty

 is a  

rhomb, tLny ,,
ˆ

 is a quadrate. 

As 
yyt )(ˆ S

 for the lower boundary of area of re-

strictions A
 accept vector 0

ˆˆ b . For model with 

b̂
 an indicator of domination 

98.0ˆ 
byP

. 
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2,0

2,5
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3,5

 tLny ,,
ˆ

 tLny ,,
ˆ

Lny ,
ˆ

Lny ,
ˆ

)(ˆ Sty

)(ˆ Sty

 ny

 ny

 ny

 

Fig. 6: Results of an estimation of area (2) on a domination plane 

 

So, the method of an estimat ion of area of paramet-

rical restrictions (2) for object (1) on the basis of the 

analysis of a field of secants is offered. In certain cases 

it is necessary to apply a two-level field of structures to 

consider features of existing informat ional set of the 

data of object (2). It is true for the objects which inputs 

belong to a class of irregular functions.  

 

IV. Es timation of area A
 in the form of restriction 

on norm of a modification of parameters 

4.1. Approach to estimation A
 

Consider system 

nn
T
nn UAy 

,                                                       (18) 

where vector 
k

n RA 
 belongs a priori to unknown area 

  ),(0,| || |: tbtnb
k

nA ARA 
, (19) 

k
n RU 

 is an input vector, 
Ryn  is an output, 

Rn 
 is the limited perturbation operating on an out-

put of object. 

For object (18) the informational set is received 

),,(II Nnnoo JnUy 
. 

It is necessary on the basis of the analysis of set oI  

on the set class of structures of object (18) to estimate 

parameters tb  ,
 of area (19). 

The considered problem substantially d iffers from the 

statement stated in the previous sections. The represen-

tation of area A
 in the form of (19) does not allow to 

apply the approaches offered earlier. It explains nonlin-

earity of a considered problem as on parameters, and 

informat ional variables. The main th ing here is a choice 

of suitable vectorial norm which in many respects de-

pends on properties of vector nU
 and its correlation 

with output ny
. Depending on applied norm receive 

various estimat ions for area A
. As shown in [16], for 

norm of vector nA
 in  (18) receive the following estima-

tion 

tnb A  ˆ| || |ˆ 
,                                                   (20) 

where 

| || |max

||max

ˆ
n

Jn

n
Jn

b
U

y

N

N






,   

| || |min

||max

ˆ
n

Jn

n
Jn

t
U

y

N

N






. 

In [16] it is shown that the upper bound for norm of 

vector nA
 is overestimated. Explain it both the applied 

approach, and an operation on an exit  of perturbation 

n . Therefore estimation t̂  specify in the process of 

identification. If ny
 and nU

 are measured with erro rs in 

(20) use their smoothed values. 
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Apply as norm function [20] 

||max)( i
i

xX 
,   

Xxi  ,    
kRX  .               (21) 

Application 
)(X

 to (20) allows to find an estima-

tion for maximum an element of vector nA
.  

To decision-making on adequacy of the received es-

timations apply a domination condition. Consider model 

)(ˆˆ
, nn U  

,  NJn
,                                  (22) 

where bt, , n,
ˆ
  there is an upper or lower estima-

tion of norm 
)( ny

, 
)( nU  there is an estimation for 

)( nU
. 

Define n,
ˆ
  and check up condition 

)(ˆ
, nn y 

 on 

the basis of an evaluation of indicator ̂
P

. For receiv-

ing of demanded level of domination correction of cur-

rent estimations in (20) is required. Apply the approach 

described in section 2. 

The following stage is dependence definition be-

tween ̂  and a corresponding element of vector nA
. 

For this purpose study correlations between 
)( nU

 and 

|| ,niu
 on all interval of decision-making NJ

. 

 

4.2. Approach modification 

Two approaches to correction of estimations (20) are 

possible. The first approach is based on the analysis of a 

modification of coefficient of structural properties [16, 

18]. It is described in [18]. 

The second approach is based on application of the 

adaptive approach. In this case as criterion of decision-

making use indicators 

 tnsst pyPP
st

 ))(ˆ( ,ˆ ,


   NJn
,            (23) 

 bnssb pyPP
sb

 ))(ˆ( ,ˆ ,


   NJn 
,           (24) 

where 
0tp

, 
0bp

 are some set magnitudes. 

After an evaluation  (22) apply  a  -domination con-

dition 

ynnt y   )(ˆ
, ,   ynbny   ,

ˆ)(0
,            (25) 

where nt,̂
, nb,̂

 is model (22) exit, 
0y . 

For abatement of sensitivity of algorithm to an opera-

tion of perturbations a condition (25) consider concern-

ing the smoothed values of variables. As initial estima-

tions ̂  in (22) take the values received on the basis of 

(20). Apply adaptive model  

)(ˆˆ
1,, nnn U  

,    bt, .                             (26) 

 -algorithm of [16] tunings of parameter n,
ˆ
  

)ˆ(ˆ
,, nn   F

,                                                      (27) 

















,)(,ˆ

,)(),())(ˆ(ˆ
ˆ

,1,

,,1,

,

ynn

ynnnnn

n
es

esUy











 (28) 

where F  there is an operator of an average (smooth-

ing), n,
ˆ
  is an average value of an exit  of model (26) 

on interval 
],0[ n
, 

)(ˆ
,, nnn ye  

, 
)( ny

 is average 

value 
)( ny

 on interval NJ
, 

R  is the positive 

parameter ensuring convergence of algorithm, 










.,1

,,1
)(

b

t
s






 

If average operation is not applied, algorithm (28) 

write as 












 

,)(,0

,)(,
~

),())(ˆ(~ˆˆ

,

,

,1,,

yn

yn

nnnnn

es

es

Uy
















                (29) 

where 
)(ˆ

,, nnn ye  
. 

Consider properties of algorithm (29) at t . 

Theorem 3. Let 
 || n . Then the algorithm (29) is 

a solution of target inequality ynte || , , 
0y , if 

2
,

,

||

||2~0





nt

nnt
t

e

e 


, 

and number of errors of algorithm 

2

22

2
0, 






y

t

c
m 

, 

where 1c , 
)(max2

n
n

U 
, 

|| nn  
. 

The proof of the theorem 3 is similar to the proof of 

the theorem 2. Similarly receive p roperties of estima-

tions for case b . 
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4.3. Example 

Consider an example from section 3 and find an  es-

timation of area A
 (19) for a vector o f parameters in  

case of an operation of random disturbance n , 

3.0|| n . 

For vector nA
 on the basis of (20) and (21) receive 

estimations 
35.1ˆ t , 

07.1ˆ b . It is an estimations of 

element nn Aa ,3 . They are overestimated, as 

.1)( nA
 Let  

35.1ˆ
0, t , 

07.1ˆ
0, b . Calcu late aver-

age values 
)( ny

, 
)( nU

 on interval NJ
. Apply for 

this purpose procedure of a sliding average and receive 

sets 
)}({ ns y

, 
)}({ ns U

. Then on the basis of 
)}({ ns y

, 

)}({ ns U
 receive estimations 

14.1ˆ
, st , 

9.0ˆ
, sb . 
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 )( ny

1

 

Fig. 7: The informational portrait showing results of an estimation in 

space 
))ˆ((),(( nn yy 

 

 

Apply procedure of a sliding average and receive ar-

rays 
)( ns y

, 
)( ns U

. Then on the basis of 
)( ns y

, 

)( ns U
 receive estimations 

14.1ˆ
, st , 

9.0ˆ
, sb . 

Results of an estimat ion show on Figure 7. In figure 

apply following keys: 1 is an output of model with 0,
ˆ
t , 

2  is a lower boundary of an output of model with 0,
ˆ
t , 

3 is 
)( ny

, 4  is a lower boundary of an output of model 

with 0,
ˆ
b , 5 there is a lower boundary of an output of 

model with st,̂
, 6 is a lower boundary of an output of 

model with sb,̂
. Results of modelling confirm that it  is 

necessary to apply procedure of smoothing of an output 

of system ny
 to find of estimations of area of paramet-

rical restrictions. 

0 10 20 30 40 50 60
0,8

1,0

1,2

1,4

 
nb,̂

 
nb,̂

 
nt ,̂

 
nt ,̂

n

 
Fig. 8: Tuning of parameters of model (26) 

 

Results of work of algorithm (29) estimations APR 

map on Figure 8. As initial values 0,
ˆ
  use the estima-

tions received on the basis of (20). To defin ition of cur-

rent average value of an output of model (26) apply 

exponential smoothing. The Figure 9 shows a condition 

of domination of an output of model (26). The received 

results confirm also values of indicators (23), (24) 

which, accordingly, are equal 
2.0y , 

%88ˆ 
t

P  , 

%63ˆ 
b

P  . Parameter 










.,5.1

,,2

b

t
c




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Fig. 9: Results of domination of an output of model (26) after tuning 
of its parameters 

 

4.4. Construction of area A
 (19) on the basis of the 

analysis of a modification of a secant for 
)( ny

 

For system of identification o f parameters A
 con-

struct an informational portrait with map 

)}({)}({ nn yU  
. 

Find a secant for 

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)())(),(( 10 nnn UaaUy   
.                    (30) 

Value 1a
 is an in itial estimat ion for t̂  in (20). On 

the basis of parameters of secant   define the mod i-

fied coefficient of structural properties [16, 17] 

)(

)( 0
,,

n

n
ns

U

ay
k









   NJn
.                              (31) 

Calculate maximal value nsk ,,  

ns
n

t k ,,max  
.                                                    (32) 

If tt  ˆ
, where t̂  the value received on the basis 

of application (20), then t  we accept as new estima-

tion t̂  in (20). 

For decision-making rather t  find prognosis 
)( ny

 

on the basis of model (22). If it  is fair 
)(ˆ

, nnt y 
 the 

upper bound of area A
 is defined. Here 

)(,ˆ
, nnt y

 

there are average values of variables 
)(,ˆ

, nnt y
. 

Calculate 

ns
n

b k ,,min  
                                                     (33) 

and check up condition bb  ˆ
, where b̂  estimation 

b̂  in (20). If the inequality is fulfilled, b  consider 

new estimat ion b̂  in (20). For decision-making about 

value b  use described above a rule. 

So, the statement is true. 

Statement 3. Let for the in formational portrait set by 

ration 
)}({)}({ nn yU  

, the secant (30) is re-

ceived and the coefficient of structural properties (31) is 

defined. Then values bt  ,
 satisfying (32) and (33), use 

as an estimation for bt  ˆ,ˆ
 in (20), if 

)(ˆ
, nnt y 

, 
)(ˆ

, nnb y 
. 

Application of the statement 3 for an example from 

section 4.3 states the following estimat ion of area 

]22.1;78.0[A . 

 

4.5. About influence of vectorial norms on an 

estimation of area A
 

The methods of estimation A
 stated above were 

based on use norm (21). Very  often to shaping of re-

strictions apply also norms [20] 



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n
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ixX

1

||)(

, 






n

i

ixXh

1

2)(

.                          (34) 

Comparison 
)(X

 and (34) shows that 

)()( XX  
,   

)()( XhX 
. 

Hence, use of norms (34) for static system (18) gives 

the underestimated (pessimistic) estimat ions (20). To 

bypass this problem, make the following. Apply as ini-

tial norm 
)(X

 and by means of stated above ap-

proaches receive estimations (20). Designate them as  

  tnb A ˆ| || |ˆ 
. 

Generate sets 

}),({G Nnvv JnXk 
   hv , ,                     (35) 

where 

)(

)(
)(

n

n
nv

X

Xv
Xk




. 

Now define such 
v
t

v
b  ˆ,ˆ

 that they allowed to cover 

some area corresponding to average value 
)( nyv

. For 

this purpose find average values 
)( nv Xk

 






N

n

nvnvv Xk
N

Xk

1

)(
1

)(

. 

Receive fo llowing  estimat ions for area A
 on the 

basis of norm 
)(Xv

 

v
tn

v
b Av  ˆ)(ˆ 

, 

  tv
v
tbv

v
b

ˆˆ,ˆˆ 
. 

Other approach to an estimation of area A
 in case 

of application of norms 
)(X

 and 
)(Xh

 is described in 

[18]. 

 

V. Conclusion 

The problem of an estimation of area of parametrical 

restrictions of static object in the conditions of uncer-

tainty on a class of irregular inputs is considered. Ad-

vantages and shortages of the vectorial norms applied to 

description of area of restrictions are noted. Algorithms 

of an estimation of parameters of area of restrictions are 

stated. Procedures of the analysis of the data and a deci
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sion making in offered algorithms are considered. 

Working capacity of the offered procedures and meth-

ods is confirmed by results of modelling. 

The majority of methods is based on construction of a 

field of secants in some space. It is shown that the most 

adequate estimations of area of parametrical restrictions 

can be received in case of application of norm 
)(X

. 

Use of other norms gives the estimat ions , not having 

practical value. Therefore algorithms of an estimation 

of area A
 in case of applicat ion of norms 

)(),( XhX
 

should be based on the results based on use of norm 

)(X
. Criteria of a decision making in case of identifi-

cation of restrictions on norms 
)(),( XhX

 are offered. 
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