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Abstract— The approach to an estimation of area of
parametrical restrictions (APR) for static linear system

on parameters in the conditions of uncertainty is offered.

For decision-making indicators of domination of an exit
of model over an exit of system and the special indica-
tor setting admissible level of errors of domination are
used. The case of the representation of area of re-
strictions in the form of boundaries from below and
from above on a modification of parameters of system
is considered. The iteration algorithm of identification
of restrictions and decision-making is offered. The
adaptive algorithm of an estimation of boundaries of
area of parametrical restrictions is synthesized. Proce-
dure of estimation APR on the basis of the analysis of a
field of secants of system is described. Method devel-
opment on a case of representation APR in the form of
restriction on norm of a modification of parameters of
system is given. Various forms of vectorial norms and
algorithms of construction of area of parametrical re-
strictions corresponding to them are considered.

Index Terms— Parametrical Restriction, Static System,
Domination, Algorithm, Identification, Decision-
making

l. Introduction

Parametrical restrictions are a basis of creation of ef-
fective systems of identification and control. In systems
of identification the account of restrictions allows to
reflect real working conditions of object and to realize
robustalgorithms of a parametrical estimation.

In identification systems the set of publications is de-
voted application of parametrical restrictions. In [1] the
problem of identification of model of the price of the
basic assets by means of extension of the general meth-
od of moments is considered. Two types of the re-
strictions superimposed for a moment are considered.
These are restrictions on current value of a variable or
on as maximum value for a variable on some interval.
Restriction on the moment is set a priori. In [2-4] appli-
cation of the general method of the moments for a cor-
relation establishment between parametrical restrictions
and stability of parameters is given also. Restriction is
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set in the form of equality for the moment. As well as in
[1] restrictions are set a priori. In [5] the problem of
identification of parameters of process of electromag-
netism in the availability of existing physical re-
strictions on parameters is explored. Iteration algorithm
Levenburg-Marquardt is applied to its solution. APR it
is set a priori in the form of the lower and upper bound-
aries on a modification of parameters. The problem of
correction of set boundaries of restrictions is considered.
In [6, 7] the problem of parametrical identification of
dynamic object subject to the parametrical restrictions
representing a parametrical ellipse is studied. Quadrati-
cally constrained limited method of least squares is ap-
plied to a problem solution. The heuristic algorithm of a
solution of a problem is offered. In case of the final data
in [6] is shown, that always there is some indefinite
square restriction, depending on operating noise. The
solution of a problem of optimization taking into ac-
count existing restriction is reduced. It is shown that the
solution contains true parameters of system at perfor-
mance of a condition of a constancy of excitation of an
input. Restrictions are set a priori. In [8] the problem of
an estimation of parameters of nonlinear polynomial
model on the basis of the account of a priori knowledge
is considered. The ellipsoidal algorithm is applied to its
solution. Restrictions on parameters are set on the basis
of the analysis polynomial the equations for an evalua-
tion of parameters. The algorithm of identification has a
heuristic form. In [9] the problem of identification of
static object with a priori set area of parametrical re-
strictions is considered. For probability of an exit of
estimations of parameters estimations are received for
boundaries of area of restrictions. A priori set APR in a
problem of construction of model of an autoregression
of process of electric stimulation of muscles work [10]
is devoted the influence. It is noticed that ignoring of
parametrical restrictions affects results of a parametrical
estimation. The case of correction of restrictions is con-
sidered. It is shown that the account of restrictions im-
proves predicting properties of the identified model. In
[11] the method of synthesis of algorithm of identifica-
tion of dynamic object with a priori set restrictions on
parameters in the form of equality is offered. The varia-
tion method of determination of an optimum of function
of Hamilton is applied to synthesis of algorithm of iden-
tification. Paper [12] proposes a closed-loop system
identification procedure that aims to improve model
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parameter estimates by incorporating prior knowledge
about the process in the form of constraints without the
use of a dither signal. It is shown how to generate re-
strictions on the basis of the a priori data about object.
Newton's method is applied to optimization of criterion
of an estimation with restrictions.

In work [13] the problem of use of a priori
knowledge of plant and to their representation in the
form of restrictions in system of identification of non-
linear system is considered. For a problem solution the
generalized method of least squares is applied to an
estimation of parameters. In [14] the problem of an es-
timation of parameters of plant with application of a
method of least squares and square restrictions is stud-
ied. For construction of restrictions physical knowledge
and a regularization method are used. Algorithms of
identification are offered and are shown their applica-
tion. In [15] the problem of an estimation of paramet-
rical restrictions in a problem of damping of oscillations
in nonlinear control systems of mechanisms with elas-
ticity is considered. The analytical mode of a choice of
roots of a characteristic polynomial of the closed system
of the fourth and fifth orders is applied to definition of
restrictions. The systemmodel is seta priori.

Some approaches to a solution of a problem of deriv-
ing of parametrical restrictions are offered in [16, 17].
In work the mode of deriving of parametrical re-
strictions for dynamic linear system on the basis of the
analysis of an observable informational portrait is de-

scribed. Specifically, for estimation APR Qy set in the
formof an inequality on norm of a vector of parameters,
the majority model was applied.

From the analysis of works follows that parametrical
restrictions are often used at synthesis of systems of
identification. Usually the area of parametrical re-
strictions is formed a priori. Algorithms of correction of

area of restrictions Qp have heuristic character. The

problem of construction 24 in the conditions of a pri-
ori uncertainty was not considered. But there is a whole
class of complicated objects for which to set description

Q4 a priori not probably. Therefore the solution of the
given problem for the specified class of systems is actu-
al.

The approach to construction of area Q4 for static
systems in the conditions of uncertainty is offered in [17,

18]. The method of an estimation of area Q, specify in
the formof the lower and upper boundaries of a modifi-
cation of parameters of systemis offered. The method is
based on a domination principle. The iteration algo-
rithm of correction of the received estimations of area
of restrictions is offered. The criterion of an assessment
of works of system identification is introduced. Proper-
ties of an iteration scheme are researched. The adaptive

algorithm of an estimation of parameters of area Q2 on
the basis of processing of the current information on
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system is offered. Convergence of adaptive algorithm is

proved. Then the case of the representation of area Qp
in the form of restriction on norm of a modification of
parameters is considered. The solution of a problem for
a case, when the norm looks like restriction on a modi-
fication of a maximal element of a vector of parameters
of system is received. To a problem solution it is ap-
plied two approaches. The first approach is based on

correction of received estimations 0y and application
of a principle domination. The second approach is based
on adaptation of parameters of the model, depending on
performances of area restrictions. Boundedness of re-
ceived estimations of parameters of model is proved. To
a solution of the considered problem it is applied a
method of secants. Generalisation of the received re-
sults on other forms of vectorial norms is given. Results
of modelling confirm working capacity of the offered
methods and algorithms.

Il. Bstimation of Area Qp in the Form of an In-
terval of a Modification of Parameters

2.1 Problem statement
Consider system
T
ynz'AhUn"'é:n, (€}

k
where A eQacR there is a vector of parameters,
belonging of the limited area

Qp = <Rty <an <dhi bk < |
parameters thi < By <R :
nedy =[0,N]

with  unknown
K
hicP R is discrete time,
! K
%n€Av N < ©, Un =R" is a vector of an input with

limited irregular variables Uin EU”, ceR is the lim-
ited perturbation operating on an output of object.

For object (1) information lo=To(¥nUn) i known

and observable informational portrait IG5 - Unbxynt is

D¢ = col(dhs, - i)

which majority vector A in (1). Consider the special

constructed. Introduce vector

Q .
case of area ““A corresponding to an upper bound of
area of restrictions

QAt ={A1 eR“: Ain Sﬂ,i’ ﬂ,i <®©, gy E'Ah}

D, Q)

To estimation At apply mathematical model

9t,n = (AD;I—UH ) (3)
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Problem: for plant (1) on the basis of analysis "° and
map I, receive by means of model (3) such estimations
of vector D in (2) to satisfy a domination condition

Yon = Yn for almost VN20, (@)

. . <y
We understand performance of inequality Y= Yen

as domination for almost vnely .

2.2 Method of solution

It is possible to apply some approaches to a problem
solution. State one of them [19], based on check of a
condition of domination, using as secondary criterion
average value of study variables.

Consider projections of observable informational por-
trait To to planes ) and construct secants

7y() eR by means of a method of least squares

7yW) =&u+h =1k ©)
dom(7,(u)) € J,

with ranges of definition and values: Gy €3, ,
MGy U €y e SR Iy R Lo intervals of

a modification of variables Ui, y; a0 are some num-
bers.

A

Let %io =% Then we have the approached estima-

. Q
tion of area ~ At

Q%,t={A1€Rk:A1S(i)tYO}

with d)w = [&,],O ¢Al,z,o~-¢i,k,o]T .

A<D . . o
t0 we understand inequality as single-item.

The index 0 designates level of a small adjustment of

vector Py of model (3) and does not coincide with a

step of a modification of interval In .

A

Apply model (3) with Dro and define prediction
Yeon of an output of object Y and magnitude of coef-
2

I
ficient of determination “to”

. Check up a condition of
domination 7t~ Yn i it is fulfilled for almost all
suppose a1 =210 g process of definition APR

finish. Otherwise apply algorithm of correction Qaro
for the purpose of performance of a condition (4).
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2.3 Algorithm of correction Qaro

Calculate average values

1 - 1Y
)_/:Wz Yo Yo :ﬁz Yton
n=0 , n=0
and define variable
Et,O =y- 9’(,0 EI(i)t,O ) (6)
5t,o #0

Lemma [18].

: _ N
10 shows how much variable Yeon does not come

L. &0<0 V.g>
nearer to domination area over Yn . If 40 ,yt,o y’

VI’IEJN

then almost . On the basis of 40 generate set

of corrections of a vector for (Dt’o. For this purpose de-
fine magnitudes

ui'n VI”I S ‘]N

()
4% = 45 (4%

and calculate their average values %i = AilAin) . Gen-

erate a vector of corrections

A =[4] A5 Akl ®)

Correction of vector Py fulfill by means of algo-
rithm

q)t,l = (Dt,O + l—iAq)t,O (9)

Ii e R i >0

where is a diagonal matrix with . Ap-

ply model (3) and define prediction Yin gor Yn

= r. T su
YNEIN Define Mt and Y 1f Y=Y ang

r <A

Wto

‘ryyt,l_ r 0<A <o
Then suppose Qng =Py and on it process of
construction APR finish. Otherwise apply algorithm (9)

to adaptation of vector q)t. Here Ar there is some set
magnitude.

Statement 1. Let initial value of vector P is defined
on the basis of secants (5), and its correction in the
equation (3) is realize according to (8), (9). Then esti-
mation APR

Qi ={A R a0 <hi di<manchf g

is admissible, if the condition of domination

Yan ™ for almost V"€ In is satisfied and
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<A, 0< A, <oof

eQ) = {r9t,1y eR: a1

r\:/t,ly rﬁ’u)’ - ryt,oy
The condition (11) superimposes restriction on a
class of acceptable models (3) in the conditions of un-

Iy
certainty. For the centre of area 0, acceptvalue 9.

Remark 1. In (7) instead of 0 js possible to use

flowing (on time nedy ) value of misalignment

&on=Yn—Yion

Remark 2. If processes in system have stochastic
character for decision-making on domination it is nec-
essary to set admissible level of domination (see indica-

P.
tor Y.

A

Generally algorithm of adaptation of vector P
presentas

(Dt,m+1 = th,m + I_‘tAth,m (12)

where ADy = Ay () is formed on the basis of ap-

plication to the procedure stated above.
For an estimation of quality of work of system of

identification of parameters of area Q4 introduce quan-

titative criterion. Consider that Yen = Yn almost on all
interval In , if probability

P>§/t = P(yt,n Z2Y) 2P Vne NN 13)

where P-~ 0 there is a given magnitude.

A

_— @, R . .
Definition 1. Vector ™ <" name optimum if he
allows to receive an acceptable estimation of area of

: O, .
parametrlcal estimation 't and ensures maximum

. P>y
value of indicator "t

Statement 2. The exit of model (3) with vector
&, R~ . . . .

tm € corresponding to an optimum majority esti-
mation of area QpdDem) , has a maximum information-
al potency.

Proof. Consider acceptable exits of model (3) for
which conditions of the statement 1 are satisfied, and
the domination indicator satisfies (13 Hence, as an op-

. L L Q .
timum majority estimation of area ~ A' consider that,

for which

{2% P(Ytkn = Yn) = Py (k) vn e Jy (14)
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N,cZcR

where there is a set of integers for which

it is fulfilled (13), ke € Np, is an iteration step on P
for which it is fair (14). Fulfillment (14) corresponds to
such values of an exit of model (3) for which receive
maximum value of an informational potency [17]

1Y,
y :WZYi
i=1 ]

The algorithm (12) is finite-converging algorithm. Its
properties receive from the following theorem.

[1]

Theorem 1. The system of identification (1), (3) and
(12) with an acceptable vector of parameters
Py € has the limited trajectories, if for matrix

kxk
L;eR in algorithm (12) the inequality is fulfilled
o (T) _ 2Amn) AD
/ﬂit,min(ri) ”Aq)t,m IIZ

where ﬂ"m‘”(r‘), Z"”"X(rt) are minimum and maxi-
mum eigenvalues of matrix Ft, Am=A =Dy . Op-

timal value of matrix I

I = ®(abt,m,n)®_1(Aq)t,m) ,

where © is an operator of transformation of vector

Amn in a diagonal matrix

Similarly define the lower boundary for area Qy 2.
In this case a condition of domination (4) write in the

formof Y20 <Y for almost YN 20 where Yon €R s
amodel exit

9b, mn — -tg mU n (15)

k
with a vector of parameters Dom &R . Algorithm of

tuning Po,m

(Db,m+l = q)b,m - 1—‘bAcDb,m ] (16)

k
Misalignment Ay R receive from (7) and (8)

rb c kak .

taking into account remarks 1, 2. In (15) is a

diagonal matrix with /b >0 Properties of algorithm
(16) receive from analogue of the theorem 1.
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2.4. Adaptiwe algorithm of definition of parameters
QA,t
of area

To tuning of vector Py in (3) apply adaptive algo-
rithm

- {&)t,n =700 = YoM (n < Yn) v (r)"/y £Qy),
tn+l =

by, (5 = ) A 3y €20,

where 7 20 there is a parameter ensuring convergence
of algorithm.

Now specify criterion of a belonging of an exit of
model (3) of area

Q ={y,eR ¥, eR: ¥, >y, amostfor VneJy}

To decision-making on quality of work of algorithm
P.
(17) apply indicator ¥ (13) on interval I .

The algorithm (17) belongs to the class finite-con-
verging, and (13) is a condition of decision-making es-

timate to O )

U, eRK

Theorem 2. Let vector —" in (1) satisfies to a

condition of a limiting nondegeneracy, and Dy in (17)
is on the basis of construction of a field of structures on
set of secants. Then the algorithm (17) allows to rece ive

. L O, e .
the admissible estimation of vector " <At ensuring
performance of target inequality Y = Yn  if

O<y<
Uy IF

and the relative number of errors of algorithm on inter-

val In is equal

mSH@tz,olFlgz
5y ’
2 ~

where Y —mi?XllUnlfl &Dt'ozq)t'o_q)t.

Proof. Write algorithm (17) are comparative misa-
lignment

&Dt,n = &Dt,n—l _V(yn - ynXJnl

where Dy =Py =D, .

Dy, |F

Consider Lyapunov function Voo | . For the

AV(I),n :V<D,n

. . -V, .
first difference @1 raceive

AV, ==28,8D0, Uy, +7762 U, |
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where &= 9n_yn.

The algorithm (22) converges at

2
0<}/S?

& = max [|U, |f
where n .

Optimal value 7 define from condition

B g2
OV 107 =0 Yopt=9" At such choice Pt for a

case of performance of a condition of domination (4)
(& l=c) receive

2
AV, < —% <

Q?\Jl o,

. ¢>0,
As the solution on final interval In for number of
errors M of algorithm (17) receive is defined

SD?
m<-—2 &
c N |

Some modifications of algorithm (17) are possible al-
so. In particular, it is possible to demand performance
of a condition ¢ -domination [17]

Y=y (Y-y) =29,
Jdy

1

o, > O. (18)
It is necessary to notice that the condition (18) tough-
ens requirements to algorithm (17). A payment for it is

magnification of value Ar in (11). There is limit Sy
above which the 9 -domination condition is not realized.

2.5. Example

Consider object (1) with a vector of parameters

_ _ U
A=[03-081] and additive irregular limited pertur-

| < 0.3. Ele-

3
ments of vector Y € R” are the random functions hav-
ing final expectation and a variance. It is necessary to
estimate area of parametrical restrictions (2).

bation aeR operating on an output, &

On Figure 1 results of identification of vector Py for

area 2t by means of system (3), (7) and (12) are

shown. Here the vector of parameters al of object (2)
is shown also. The method of least squares gives the
following estimation of vector A :

A _ _ T 2 Ak
A, =[0.38 ~0.7 0.96] . Vectors Py and Dy define

by means of algorithm (12) with 1t =313 gng Tt =1s.
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I c R3><3 ) ) ) : ryy
3 is an identity matrix. Values ¥ are

=094 1, =0935 1, =093

where

r.
equa| YioY y

According to the statement 1 received estimations are
admissible. For final For each of the received estima-

_ _ P, =8%
tions they are equal (Figure 2): o :
Py, =55% R, =100%

. The same results are given
by an informational portrait (look Figure 3) in space

(Yo yt:"). The lower boundary for area 24 is vector
@, =[0.36 —0.81 0.915]'

0,945
£ R R
Jr.y D
t t,0 ¢Ey B30
0,940 A
20 d;;
0,935
777777777 T Dy
4 N Ok -
0,9304—= Q — - = D
A
0,925 $1
0,25 0,30 0,35 0,40 0,45 0,50 ¢t
0,9 0,8 0,7 0,6 05 04 W2
0,6 0,7 08 0,9 1,0 11 %3

Fig. 1: A vector estimation ©

12 15
0 pl .
P Pose P,
0,8+ 110
105
04
10,0
0,0 4

, 05 y
16 18 20 22 24 26 28 30 32 34 n
Fig. 2: Domination of variable Y at various values of vector

On Figure 4 results of work of algorithm (17) are

At of object (1) with a
A=[03-0.81"

shown at an estimation ofarea
vector of parameters . Initial estima-

tion P9 of vector P in (3) is
[0.39 —0.77 0.93]

vector

received on the basis of the analy-

. . . P, =077
sis of a field of secants. For considered case Y ,

and P~ it is equal 0,6. Values of cross-correlation co-
=094 ry =0.939
and

. Iy .
efficients Y0 have confirmed

Copyright © 2013 MECS

that the received value of vector @

r, eQ .
e Tuning of parameters of model (3) by means

of algorithm (15) show on Figure 5. In figure level lines

is admissible, as

r, . . ) -
for ¥ are shown, the line with a circle reflects modifi-
cation %, and with quadrate is a modification of pa-

A

rameter ¢2 .

4,0

Y” 3,61
Yin
3,2
2,8+
2,41

2,0+

1,6
Yn

1,2 T T T T
1,6 2,0 2,4 2,8 3,2 3,6

Fig. 3: Output of model (3) in space O Yia)

1,2

éﬁ

0,8+

0,4+

_0,6,,

08—
0 20 40 60 N

Fig. 4: Results of work of adaptive algorithm (17)

As it has been told in section 2.4, there is limit 9y
above which the 9 -domination condition is not realized.
For algorithm (17) after definition of estimations APR

taking into account a condition 9 -domination (18) in-

5

dicator , and for the same algorithm for a

" P.,=06
condition of domination Y0~ Y indicator Y :
Sy = 0'1. Adequacy of the received models by criterion

P, =0.65
R with usual and 9 -domination: Y ,
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: 1,0
074 (r)
» ’ yy
9, ,
; 10,96
-0,754
0,92
0,764
o {0,88
0,774~
0,40 0,41 0,42 043 @&
(B da15)

Fig. 5: Results of work of algorithm (17) in space

So, results of modelling confirm efficiency of the of-
fered approach.

I1l. Estimation of area Qp on the basis of the anal-
ysis of a field of secants of system

3.1. Approach description

Reduce a solution of a problem from section 2, using
results of the analysis of a field of secants of object (1).
Apply to identification of area of restrictions (2) objects
(1) setof experimental data

I={y, eR U, eRnel\}

For an estimation of vector @ =0l dho-- - ki)

setting an upper bound of area Q2 (2), apply following
the approach. Construct for (1) field of secants [18]

Ss(Y) ={r(y,u) Vi ZR}’

7(y,u) =ag; +au oir A

. a
where IS a secant, ©oare
o _ _
some real numbers. 7(y ') approximates a contraction

of observable informational portrait T of object (1).

V| A X . .. I
For 7y, ) define cross-correlation coefficient Y.

To field Ss(Y) corresponds the observable informa-
tional portrait set by map FO:{U”}X{y”}. Accept pa-

a1| . e - - q)to
rameters ™ for initial estimations © of elements of

vector ! in (3). On the basis of Pio , using model (3),
make the prognosis of an output of object (1). Designate

. r.
the received variable through yt(S). Calculate

and averages for 5:(S) and Y.
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TRASAS y, then estimation t0 improve. Consider
6 _ AT
model Yn = AU, and apply a method of least squares

to definition of vector AL. On the basis of model

N AT

=AU . L. .
Yo =AUy define the prediction of output Yn of object.
Generate informational set

ILsm :{yn,L eR U, eRY, ”GJN} 9n,Lé9nl

Constructa new field of structures
Ss(Y1) = {77(9|_aui) vi =ﬁ}, (YW €lism ’

where (Y, W) =7 =8g; +ayl _

7 r,-
For each secant /il calculate value 7't . If the con-

dition is satisfied

Vi=1Kk

_ >r -
i = W

then specify vector As on the basis of coefficients

ay; V. . .
U of secants 7L . Otherwise to corresponding ele-

ment of vector Az appropriate value from ‘Dt,o_

6 _ AT
Apply model Yo =An 16 the prediction of output

Yo of object. The prediction of values Yo received by

~ AT ~
means of model y‘lL* =Abn , designate through Jntt |
Calculate 9n,L,t = 9n,L,t(9n,L,t(5(§’n,L*)) and ryf/n,l_,t(S) i
conditions are satisfied

(Yt >V & (‘ YWnL(s) ~ ryyt(s)‘ <o )

o, >0

where “7 ~ 7, then we accept A for the upper esti-

Q,.

mation of area P = Avl. Otherwise fulfill correc-

tion of vector O , using for this purpose the adaptive
procedure described in the previous section. As infor-

mational setuse 'LSM .

This approach apply to definition of the lower
boundary of area Q2 (2). Use a condition of domina-
tion %) =Y 1¢ it is not fulfilled, apply model

6 _&T
Yon = PontIn 4 analogue of algorithm (17).
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3.2. Example
— _ T
Consider plant (1) with vector A=[0-3 081" g

initial  estimation @y

d, =[0.39 ~0.77 0.93]"

in (3) use vector

received on the basis of the

analysis of a field of secants Ss(¥) | Ws)=22 ,

V=2.39_ As ORSY the condition of domination

with estimation Py is not fulfilled. On the basis of the
analysis of a field of secants SCn) receive estimation

A 0 A, = — T
A1 of vector P AL=[0.396 -0.76 1.012]

As
b = B , b = Avl. For variable 9L the condition
of domination §”'L" >y , and N5 =0-94 7
rwn’L’t(S):o'%v §”'L't:2'48 is satisfied. Indicator of

Ry =07
domination Lt . Results of adequacy of the

received estimation of area of restrictions O are
shown on Figure 6. On Figure 6 following labels are

used: Y is a straight line, YL js a circle, % () is a

thomb, JnLt s a quadrate.

As ORS for the lower boundary of area of re-

strictions $2A accept vector P =Py For model with

i R, =098

Dy an indicator of domination b

yn 35
AQ) . .
yn,L 30
VoLt~
2,54

2,04

15 . . : Yn
15 20 25 30 35

Fig. 6: Results of an estimation of area (2) on a domination plane

So, the method of an estimation of area of paramet-
rical restrictions (2) for object (1) on the basis of the
analysis of a field of secants is offered. In certain cases
it is necessary to apply a two-level field of structures to
consider features of existing informational set of the
data of object (2). It is true for the objects which inputs
belong to a class of irregular functions.
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IV. Estimation of area Qp in the form of restriction

on norm of a modification of parameters

4.1. Approach to estimation Qy

Consider system

Yo =AU, +4 , (18)
where vector A e R belongs a priori to unknown area

Qu={A R <lIA 1<, 0= (@) <oof g

U, eR¥

ameR is the limited perturbation operating on an out-
put of object.

is an input vector, YneR is an output,

For object (18) the informational setis received

lo=lo(YnUn n€dy)

It is necessary on the basis of the analysis of set lo

on the set class of structures of object (18) to estimate
parameters %% of area (19).

The considered problemsubstantially differs from the
statement stated in the previous sections. The represen-

tation of area Q, in the form of (19) does not allow to
apply the approaches offered earlier. It explains nonlin-
earity of a considered problem as on parameters, and
informational variables. The main thing here is a choice
of suitable vectorial norm which in many respects de-

pends on properties of vector Uy and its correlation
with output o | Depending on applied norm receive
various estimations for area QA. As shown in [16], for

norm of vector Ay in (18) receive the following estima-
tion

an<lIAll<d @)
where
max | y, | max | y, |
&b — rIEJN t: I'IEJN
max [|U, || min [[U,, ||
nely nely

In [16] it is shown that the upper bound for norm of

vector A is overestimated. Explain it both the applied
approach, and an operation on an exit of perturbation

5”. Therefore estimation % specify in the process of

identification. If Y0 and Uy are measured with errors in
(20) usetheir smoothed values.
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Apply as norm function [20]

X) = d

Application p(X) to (20) allows to find an estima-
tion for maximum an element of vector Al

To decision-making on adequacy of the received es-
timations apply a domination condition. Consider model

/3u,n = &ﬂpﬂ(un) , neldy , (22)

where ﬂ:t’b, Pun there is an upper or lower estima-

tion of norm ,o(yn), pﬂ(U") there is an estimation for

pUL)

Define 4" and check up condition Pun = P(Yn) on

the basis of an evaluation of indicator P”’ﬂ . For receiv-
ing of demanded level of domination correction of cur-
rent estimations in (20) is required. Apply the approach
described in section 2.

The following stage is dependence definition be-
tween “# and a corresponding element of vector 'A“.

For this purpose study correlations between PU) and

Ui . . .
[Uin on all interval of decision-making In .

4.2. Approach modification

Two approaches to correction of estimations (20) are
possible. The first approach is based on the analysis of a
modification of coefficient of structural properties [16,
18]. It is described in [18].

The second approach is based on application of the
adaptive approach. In this case as criterion of decision-
making use indicators

P>/3(,s = P(A,s 2p(Y)Z P wnel N (23)

P>f’o,s = P(/A)DVS <SP Z P Wn e JN (24)

where Pt- >0, Py, >0 are some set magnitudes.
After an evaluation (22) apply a 8 _domination con-
dition
Pn=PR) 28y 0= p(Y) = Aon 2, 25)

% % >
where 0 A0 is model (22) exit, Sy _0.

For abatement of sensitivity of algorithm to an opera-
tion of perturbations a condition (25) consider concern-
ing the smoothed values of variables. As initial estima-

Copyright © 2013 MECS

tions “# in (22) take the values received on the basis of
(20). Apply adaptive model

ﬁ;t,n = A‘u,n—lp(Un) ’ M= t,b . (26)

A

9 -algorithm of [16] tunings of parameter %n

;,u,n = T(:by,n) , @7)

o = &,u,n—l - 7y@y,n _[_)(yn))p(un)l S(,u)é,u,n > 5yl
n— _
! Q-1 S(ﬂ)e,u,n < Yy

(28)

where ¥ there is an operator of an average (smooth-

ing), Pun s an average value of an exit of model (26)
on interval [0 €un=Pun=PO0)  P0) is average

value ) on interval IN | 7« €R s the positive
parameter ensuring convergence of algorithm,

L=t
S(u)—{_L L=b

If average operation is not applied, algorithm (28)
write as

A

Oyn= d,u,n—l _77#(:5y,n = p(Y))pU,),
- {7,,, S()8,n > Sy,
Yu= <

0’ S(/’l)e,u,n - 5y1 (29)

where e,u,n = ﬁ,u,n _p(yn) .

Consider properties of algorithm (29) at # =t

Theorem 3. Let 16 l= Y Then the algorithm (29) is

a solution of target inequality &[>0y , 9y >0 ,if

O<]~/~tS2|et,n+Zn|
el

and number of errors of algorithm

Sy
m; < 25219
Coy

9 = max
where CZl’ n p(Un)’Unzlgnll

The proof of the theorem 3 is similar to the proof of
the theorem 2. Similarly receive properties of estima-

tions for case 4 =P .
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4.3. Example
Consider an example from section 3 and find an es-
timation of area Qy (19) for a vector of parameters in

case of an operation of random disturbance e ,
|&1<03

For vector A on the basis of (20) and (21) receive
estimations % =1-35 & =1.07

element %0 € al They are overestimated, as
PA) =L o %o =135 a0 =107 " yitate aver-

. It is an estimations of

age values p(yn)’ PUL) on interval In . Apply for
this purpose procedure of a sliding average and receive

sets {ps(yn)}’ {ps(Un)} Then on the basis of {ps(yn)},

1oUn)} receive estimations %t :1'14, Pbs :0'9.
4,2 m
R g
p(yn) ‘f; sﬁ«** &?ﬁ;@* N o P
2(9n)3.64 R g X s 1
3,0 T g H
T W .-. ...' oy =
2,4
1,84
12 T T T 2(Yn)
1,5 2,0 2,5 3,0 3,5

Fig. 7: The informational portrait showing results of an estimation in

((¥n): (P(¥n))

space

Apply procedure of a sliding average and receive ar-
rays PsOn)  AsUn) Then on the basis of As(n) |
PsUn) receive estimations Ghs :1'14, s = 0'9.

Results of an estimation show on Figure 7. In figure
apply following keys: 1 is an output of model with %o ,
2 is a lower boundary of an output of model with %o ,
3is 'O(y"), 4 is a lower boundary of an output of model
with dblo, 5 there is a lower boundary of an output of
model with d“, 6 is a lower boundary of an output of

model with “>. Results of modelling confirm that it is
necessary to apply procedure of smoothing of an output

of system Yn 1o find of estimations of area of paramet-
rical restrictions.
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1,4
Oy
Oy
1,2
a
104 tn
B db,n
e T~ e
0,8 T T T T T n
0 10 20 30 40 50 60

Fig. 8: Tuning of parameters of model (26)

Results of work of algorithm (29) estimations APR

A

map on Figure 8. As initial values %u0 yse the estima-
tions received on the basis of (20). To definition of cur-
rent average value of an output of model (26) apply
exponential smoothing. The Figure 9 shows a condition
of domination of an output of model (26). The received
results confirm also values of indicators (23), (24)

= P_. =88%
which, accordingly, are equal Sy 0'2, A ’

P . =63%
= ° . parameter
21 = tl
c= #
{1.5, u=h.
3,5
~(Yn)
Pingol
ﬁb,n
2,54
2,0
15 , , . 2(Yn)
1,5 2,0 2,5 3,0 3,5

Fig. 9: Results of domination ofan output of model (26) after tuning
of its parameters

4.4. Construction of area Qp (19) on the basis of the

analysis of a modification of a secant for A(Yn)

For system of identification of parameters Q2 con-
structan informational portrait with map

L, =ApUn)Fdp(yn)}

. L,
Find a secant for
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7o), AU)) =7, =20 +2300Uy) (30)

a

Value is an initial estimation for % in (20). On

the basis of parameters of secant Ye define the modi-
fied coefficient of structural properties [16, 17]

k _ p(yn) - aO
SPNT p(U,) vneld
Pn N (31)
Calculate maximal value Ks o
Ky = max kg on
o (32)

If 5<% where % the value received on the basis
of application (20), then Kt we accept as new estima-
tion % in (20).

For decision-making rather Xt find prognosis P(Yn)
on the basis of model (22). If it is fair Prn > P(¥n) the

upper bound of area Q, is defined. Here Pen P(Yr)
there are average values of variables Pen P(Yn) .
Calculate

Ky = minksvpvn

" (33)

and check up condition b >db, where G estimation
G in (20). If the inequality is fulfilled, *® consider
new estimation O in (20). For decision-making about
value b use described abovea rule.

So, the statement is true.

Statement 3. Let for the informational portrait set by
T
ration pg{p(Un)}x{p(yn)}, the secant (30) is re-

ceived and the coefficient of structural properties (31) is
defined. Then values “t'%b satisfying (32) and (33), use
as an estimation for ® % in (20), if
An>P(Yn)  Aon <P(Yn)
Application of the statement 3 for an example from

section 4.3 states the following estimation of area
0, =[0.78;1.22]

45. About influence of wectorial norms on an

estimation of area Qy

The methods of estimation Qy stated above were
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based on use norm (21). Very often to shaping of re-
strictions apply also norms [20]

70=D 0% hx)= %
i=1 i=1 ) (34)

Comparison p(X) and (34) shows that

PX)=p(X) — p(X)<h(X)

Hence, use of norms (34) for static system (18) gives
the underestimated (pessimistic) estimations (20). To
bypass this problem, make the following. Apply as ini-

tial norm p(X) and by means of stated above ap-
proaches receive estimations (20). Designate them as

& <IIA Il <éf

CGenerate sets

Gy ={k(Xy), nedn} v=yh (35)
where
V(Xy)
Xp)=—-0
AT

A

Now define such %' % that they allowed to cover
some area corresponding to average value V(¥n) . For

this purpose find average values k/(Xo)
_ 1
=X = 5 20X

Receive following estimations for area Q4 on the

basis of norm v(X)

a <V(A)<q
&y =04, & =uaf .

Other approach to an estimation of area 2, in case

h(X)

of application of norms 7(X) and is described in

[18].

V. Conclusion

The problem of an estimation of area of parametrical
restrictions of static object in the conditions of uncer-
tainty on a class of irregular inputs is considered. Ad-
vantages and shortages of the vectorial norms applied to
description of area of restrictions are noted. Algorithms
of an estimation of parameters of area of restrictions are
stated. Procedures of the analysis of the data and a deci
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sion making in offered algorithms are considered.
Working capacity of the offered procedures and meth-
ods is confirmed by results of modelling.

The majority of methods is based on construction of a
field of secants in some space. It is shown that the most
adequate estimations of area of parametrical restrictions

can be received in case of application of norm 'D(X).
Use of other norms gives the estimations, not having
practical value. Therefore algorithms of an estimation

of area Q, in case of application of norms 7(X),h(X)
should be based on the results based on use of norm

PX) Criteria of a decision making in case of identifi-

(X),h(X)

cation of restrictions on norms 7’ are offered.
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