
I.J. Intelligent Systems and Applications, 2013, 11, 1-10 

Published Online October 2013 in MECS (http://www.mecs-press.org/) 

DOI: 10.5815/ijisa.2013.11.01 

Copyright © 2013 MECS                                                             I.J. Intelligent Systems and Applications, 2013, 11, 1-10 

Structural Identification of Systems with 

Distributed Lag 
 

Nikolay Karabutov, Dr., Prof. 

Dept. of Problems Control, Moscow State Engineering University of Radio Engineering, Electronics and Automation, 

Dept. of Mathematics, Financial University under the Government of the Russian Federation, Moscow, Russia 

E-mail: nik.karabutov@gmail.com; kn22@yandex.ru 

 

Abstract— The problem of structural identificat ion of 

systems with the distributed lag in the conditions of 

uncertainty is considered. Known statistical approaches 

are laborious and not always allow making the decision 

on lag structure. Therefore in work for the problem 

decision the special class of static structures (SS) 

(virtual portraits) explored system is introduced. 

Process of the decision of a problem consists of two 

steps. At the first step set of secants for initial system is 

under construction. Completeness of set of secants is a 

sign of linearity of system. Nonfulfilment of conditions 

of completeness is a sign of nonlinearity of system. 

Estimation of nonlinearity of system execute on an 

indicator of level of nonlinearity of the system, offered 

in work. At the second step the special structural space 

is introduced and is defined SS for a nonlinear part of 

system. The estimation of nonlinear properties of 

system is executed on the basis of identificat ion of 

parameters of set of secants SS. Criteria and algorithms 

of decision-making on structure of a lag on the basis of 

the analysis of virtual portraits are o ffered.  The 

analogue of criterion of Durb in-Watson is offered. The 

received results are generalized on a case of the 

distributed lag in  input and output variables of system. 

It is shown that to structural identificat ion of systems 

with the distributed lag we will not apply the analysis of 

sector sets. The approach to parametrical identification 

of system with the distributed lag in the conditions of 

uncertainty is offered. 

 

Index Terms— Structural Identification, Distributed 

Lag, Virtual Port rait, Decision-Making, Parametrical 

Identification 

 

I. Introduction 

Models with the distributed lags are widely applied in  

an econometrics and economy [1-4], the engineering [5-

7] and medicine [8-10]. Delay can have both independ-

ent, and dependent variables. The account of the d is-

tributed lag act ivates autocorrelation between variables 

[1, 2, 4] and complicates process of identificat ion pa-

rameters object. To identification of parameters system 

apply various models of approximat ion parameters at 

the distributed lags. Such approach allows reducing 

number of estimated parameters of system. The Koyck 

scheme [2, 12], based on a change of factors of model 

on a decreasing geometrical progression is most widely 

applied. The Fisher model [1, 11] is based on a change 

of factors model on the set decreasing arithmet ical pro-

gression. Fisher scheme are applied in that case when 

object parameters decrease from the first me mbers of a 

progression. S. A lmon [13] modified Fisher model, hav-

ing applied  the polynomial law of change factors. Other 

approaches to the definition of laws change parameters 

at the distributed lags are described in [4, 11, 14, 15]. 

The accounting of a priori information on dependence 

between the distributed lags in the form of some rat ion-

al polynom is stated in [16]. 

The considered models of factors minimize number 

of unknown parameters. To an  estimation of parameters 

apply a method least-squares method [1-4]. In these 

works the model structure is postulated a priori and the 

problem of parametrical identificat ion is considered. In 

[17] the interactive algorithm of an estimation parame-

ters static plant with the distributed lags is offered. The 

length of a lag is set and does not become any assump-

tions of interdependence between system parameters. 

The case of a piecewise monotonic change of parame-

ters plant is considered. In a nu mber of works methods 

of a choice maximum length a lag are offered. They are 

founded on application the statistics, the rests based on 

the analysis [1, 15, 18]. In [19, 20] various methods of 

an estimation parameters model with the distributed lag 

in a case of a priori set structure of model are consid-

ered. In [21] influence of a priori in formation, received 

from the analysis of the empirical data, on a choice of 

structure model with the distributed lag on an output 

variable is researched. Polynomial schemes fo r estima-

tion parameters are offered. In work [22] are described 

algorithm of an estimation parameters model with the 

distributed lag. On the basis of results modelling the 

structure of model which explains a mis match of model 

applied now in the American interest rate on federal 

funds is selected. In [23] process of inflat ion with the 

help autoregressive models is researched. The choice of 

length a lag is carried out on the basis of consecutive 

magnificat ion delays and an estimation of adequacy the 

received model. The choice of length a lag is based on 

step-by-step increase in delays and an estimation of 

adequacy the received model. Then the Akaike criterion 
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and Bayesian informat ion criteria are applied and the 

solution is made on model structure. The case of a priori 

uncertainty concerning structure and plant parameters 

was not study. 

In work [24] the review of existing approaches to 

construction of models of an econometrics is executed. 

The analysis is based on methodology general-to-

specific. It  is based on simplification  of the general the-

oretical model fo r the purpose of its conformity to ex-

perimental data. The methodology is based on statistical 

modelling and applicat ion of known statistics for a 

choice of length a lag. Authors consider application of 

the given approach to construction of models both with 

the dynamic specification of lag, and with a lag in an 

independent variable. The combination of methods of 

modelling to applicat ion of various statistics is most 

widely applied to a choice of structure the distributed 

lag [for example, 25, 26, 27]. In  the majority of works 

disadvantages of existing statistics are considered and 

the area of their application is underlined. 

In work [28] the information-set approach to struc-

tural identification of systems with the distributed lag in 

case of an irregular input [29] is offered. It is based on 

the analysis of static structures (visual portraits), reflect-

ing nonlinear properties of system in special structural 

space [29]. A lgorithms of decision-making on the max-

imum length of the distributed lag are offered. Algo-

rithms do not demand calcu lation of statistical criteria. 

The analogue of Durbin-Watson criterion for a consid-

ered case is offered. 

In the given work the approach offered  in  [28] devel-

ops. Criteria of decision-making on length of the dis-

tributed lag on input and output variables of system are 

described. It is shown, that for structural identification 

of systems with the distributed lag sector sets [28, 30] 

are not applicable. The approach to parametrical identi-

fication of system in the conditions of uncertainty is 

offered. 

Article has the following structure. At first the meth-

od of an estimation of degree of linearity of system is 

described. The following section contains the descrip-

tion of a method of reception of set of the data for an 

estimation of structure of the d istributed lag. In the sub-

sequent sections the received results are applied to a 

choice of length of a lag on the basis of input and output 

variables. It is shown that sector sets are inapplicab le 

for a choice of structure of a lag. In final section the 

problem of identification parameters of system with the 

distributed lag is analyzed. Results of modelling are 

resulted. 

 

II. Problem Statement 

Consider plant 

T

n n n ny A U   ,                                                       (1) 

where 
ny R  is an exit; k

nU R  is the input vector 

which elements are limited, is limit ing nondegenerate 

functions; [0, ]Nn J N   is discrete time, N   ; 

,( , ) m

n i n n nX X u U y R    is a vector of the distributed 

lags on 
,i n nu U  and 

ny ; ,k mA R B R   are vectors of 

constant parameters; 
n R   is a perturbation, | |n    

for all 
Nn J . 

We believe, as 
,i n nu U  ( 1, )i k  and 

n R   are ir-

regular functions of time. 

For (1) the set of the measured values is known 

I { , }o n n Ny U n J                                                 (2) 

and map :{ } { }o n nU y   
Nn J   describing an ob-

servable informational portrait [7, 29]. 

It is necessary I ,o o  to estimate on the basis of anal-

ysis structure of system (1). It  means that it is necessary 

to estimate degree of linearity and dimension of vector 

nX . 

 

III. Estimation of Degree of Linearity System (1) 

Consider restriction of an observable informat ion 

portrait i

i

u

o o u U
    1,i k   and for every iu

o  con-

struct a secant 

,( , )i i i ny u a u  , 

where ia  are some real numbers. 

Introduce set on (2) set of secants for 
o  

S( , ) { ( , ) 1, }iU y y u i k   . 

Definition 1 [7, 29]. Field of structures 
SS  of system (1) 

name set of maps ( , ) :{ } { }i iy u u y   1,i k   on Eu-

clidean plane   

S( , )S U yS . 

Designate 

1, 2, ,[ ( , ), ( , ), , ( , )]T

n n n n n n k ny u y u y u     

and consider the equation 

ˆ T

n ny    ,                                                             (3) 

where vector 
kR  define by means of a least-

squares method. Estimat ion   exists on the basis of the 

suppositions made in section 2 concerning input 
n

U . 



 Structural Identification of Systems with Distributed Lag  3 

Copyright © 2013 MECS                                                             I.J. Intelligent Systems and Applications, 2013, 11, 1-10 

Completeness of system (1) in the field of structures 

SS  follows from the following statement [29, 31]. 

Theorem 1. Consider a vector of in formative variables 
k

nU R  and a field of structures S( , )S U yS  for (1). 

Then the field of structures 
SS  of system (1) is full, if 

1

1
k

i

i




 ,                                                                (4) 

where 
i  is i -th element of vector   in (4). 

The theorem 1 gives sufficient conditions of linearity 

(nonlinearity, collinearity) systems (1) on the set field 

of structures. If the condition (4) is fulfilled, that field 

SS  is full. Hence, 
SS  is a linear span of an exit system 

(1). Otherwise make a solution on presence of nonline-

arity or collinearity (autocorrelation) in system (1). 

Let 

1

k

i

i

 


 . 

Magnitude ( ) 1     name level of nonlinearity 

of system (1) in parametrical space ( , )A BPP . As the 

distributed lags are the mult icollinearity reason in (1), 

then ( )   will accept small values. 

 

IV. Set for an Estimation of Structure of Distribut-

ed Lag 

Consider at first a case, when ,( )n i nX X u . Apply  

the approach, offered in [7, 29]. Generate set for an es-

timation of structure (1). Introduce a variable T

n ns I U , 

where kI R  is a unit vector. Apply model ,
垐

s n s ny a s . 

Find parameter ˆ
sa R  from a condition 

2 *

,
ˆ

ˆ ˆarg min( )
s

s n n s
a

y y a  .                                         (5) 

Let ,
ˆ

n s n ne y y   is a variable which contains the da-

ta about structure of a lag of system (1). As argument 

,( )i nX u  use variable ,i n nu U , which ensures maxi-

mum value of coefficient of determination 
2

, ie ur  between 

e  and 
iu . It  is true and fo r 

ny . As shown in [7, 29], set 

 ,,n i ne u  does not allow to solve a problem of structural 

identification. The given statement follows directly 

from this that the index in an inequality of Holder [32] 

for  ne  is close to zero. Therefore introduce coefficient 

of structural properties (CSP) [7] 

, ,

,

( , , )
i

n

e u n s i

i n

e
k k e u n

u
  .                                        (6) 

Generate set  

I I ( , ) , , [0, ]{ }k k n n Nk e e k n J N    , 
df

, ,in e u nk k . 

 

Definition 2. Name ( , )s k eP  structural space of the 

system (1), allowing to identify structure of vector 
nX . 

On 
NJ  will order 

, ,ie u nk  on increase. Generate  v

qk , 

where ( , , ),v

q s ik k e u q  [0, ]v

Nq J N  . As to every 
v

qk  

corresponds value 
v

qe  receive 

 I , , .v v v v

k q q Ne k q J   

In 
sP  define map    , :v v v

e k q qk e  and structure 

,

v

k eS  corresponding to it. 

Now estimate structure 
nX  on the basis of the analy-

sis Iv

k
 and ,

v

k eS . 

Such approach well works at an  estimation of struc-

ture nonlinear static systems [7, 29]. For systems with 

the distributed lag it demands modification. 

 

V. Decision-Making on Length of a Lag in ,( )i nX u
 

Set 
, ,I { , }e u n i ne u  contains uncertainty 

LN  and LgN . 

LN  is an incomplete account of linear component sys-

tem (1). LgN  reflects influence of d isturbance from the 

distributed lag. For an exception 
LN  [28] construct a 

secant for 
ne  

0 1 ,( , )i i ne u u    , 

where 0 1,   define as a solution of a problem (5). 

Introduce new variable ( , )n n ie e u    which does 

not contain LN . For estimation LgN  analyze set 

 ,,n i nu . 

To reception of a tentative estimat ion of the maxi-

mum lag m  apply algorithm CD  from [28]. 

In work the set-functional approach to structural 

identification is applied. Therefore known methods of a 

choice length the lag, based on statistical criteria (sec-

tion 1 see), we do not consider. 

To an estimation of independence of elements of a 

vector nX  apply the theorem 1. As the set analysis ,Ie u  
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is inefficient to eat, apply results of section 4 and gener-

ate set 

 
,, ,I , , 1,

X i nk n x Nk i m n J     ,                       (7) 

where , ,ix nk  calculate on the basis of (6) and designate 

n ne  , 
,i n nx X . 

On ,I
Xk  introduce transformation 

   
, ,, ,:
x i ni

k x nk
    . 

,, xi
k  in space  

,, , ,
i ns xk  P  corresponds structure 

, ,xi
k S . Construct secants for 

, ,xi
k S  

, ,, ,( , )
i n i nn x i xk k       

*1,i m  ,                          (8) 

where 
i  are defined as the solution of a problem (5);  

*m  is a value m  received by means of algorithm CD
. 

Generate a vector 

1, 2,

,*

, ,

,

,

( , ), ( , ),

, ( , )

n n

m n

T

n x n x

n

n x

k k

k

 





   

 

 
   

  

                       (9) 

and apply model ,
ˆ T

n n      to change forecasting 
n , 

where a vector *m
R   define on the basis of results 

section 3. 

 

Theorem 2  [28]. Let on set the ,I
Xk  field of secants is 

constructed for 
n  

      ,, *, 1, &
i nn x Nk i m n J     S  

and the model ,
ˆ T

n n      is applied to fo recasting of 

change a variable 
n . Then  the vector *m

nX R is an 

element of structure of system (1), if 

*

,

1

1
m

i

i




 , 

where 
*m  is defined by means of algorithm, CD , 

,i   . 

 

Remark 1. As n  contains the information on vector 

influence nX  at statistical treatment nU , n  use ana-

logue of criterion Durbin-Watson criterion [28] 

2

1

2

1

N

n

n

N

n

n

d

e










. 

Level of nonlinearity of system (1) in  the presence of 

the distributed lag on 
nX  define as 

*

,

1

( ) 1
m

i

i

 


    . 

 

Theorem 3. Consider the set of secants 
S  set on ,I

xk , 

and a secant , 1 ,( , )
i ie u e ue k k   for 

, ,e ui
k eS . Let for se-

cants coefficients of determinations are known 
2

, x j
kr , 

1,j m  and 2

, ui
e kr . Then the vector ,( ) m

i nX u R  is an  

element of structure system (1), if 1,z m   

2 2

, ,x uiz
k e k xr r   , 

where 0x   is a set value. 

At the structure analysis the distributed lag of system 

(1) interpret as a nonlinear component (1). It follows 

from the theorem 1. Therefore develop the procedure, 

allowing making the decision on an uncertainty class 

LgN . More low the method of an estimat ion the distrib-

uted lag, based on development of the approach from 

[28] is offered. 

Between 
,i nu  and 

,i n ju 
  1j   is a dependence and 

disturbance works 
n . Therefore application of secants 

a linear class   can appear inefficient for decision-

making. Consider set 

 
,, ,I , , 1,

X ne k n e x Ne k m n J


    ,                   (10) 

where , ,( )n i nx X u  . 

For every 1,m   pair  
,,,
nn e xe k


 will order on in-

crease on 
,, ne xk


 and receive set 

 
,, , ,I , ,

x q

v v v v

e k q e x Ne k q J


  , 

where the index   in ,

v

qe  is introduced to underline 

dependence 
v

qe  from 
,, q

v

e xk


. 

Corresponding set Iv

k
 construct for iu . Consider 

mappings 

   , ,:v v v

e e q qe e
   , 1  ,                                  (11) 
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Which describe structures 
,

v

e e
S . For every 

,

v

e e
S  con-

struct a secant 

   
2

2, , ,0 ,1,v v v v v v

q q q qe e a e a e                                 (12) 

and define a coefficient of determination 2

2, ,v ve e
r



. 

 

Theorem 4. Let for system (1) with 
,( ) m

i n nX u U R  : 

i) on sets 
,I

x

v

e k


 and Iv

k
 structures ,

v

e e
S , described by 

mappings (11), are constructed; ii) for ,

v

e e
S  secants 

 2, ,,v v

q qe e   (12) are defined. If for a secant 

 2, ,,v v

q qe e   structure the ,

v

e e
S   1   condition is 

executed 

2

2, ,v v ve e
r



 , 

where 0v   is some set number, then is 
, ,n i nx u   

element of structure system (1). 

The theorem 4 allows to define length of the distrib-

uted lag 
*m  of a variab le 

iu U . The decision accept 

on the basis of the interdependence analysis between a 

virtual variable 
ne  and its forecast by means of varia-

bles 
,nx . 

The decision on lag presence on 
iu  can be received 

on the basis of the analysis of the data in space 

( , )s k eP . 

Consider set  ,I , ,
i

v v v v

k q i q Ne k q J   and define on it 

mapping    , ,:
i

v v v

e k i q qk e  , where ,

v

i qk  is a coefficient 

of structural properties on an input 
iu . On a basis , i

v

e k  

set structure , i

v

e kS . Generate sets ,I
x

v

e k


 and on them de-

fine , x

v

e k


  and 
,, e x

v

e k


S , 1  . Define for , i

v

e kS  and 

,, e x

v

e k


S  secants 

   
2

2 , , 2, ,0 , ,1 ,,v v v v v v

i q i q i i i q i i qe k a k a k    ,               (13) 

   
2

2 , , 2, ,0 , ,1 ,,v v v v v v

x q x q x x q x qe k a k a k
         ,     (14) 

where ,0 ,1,v v

i ia a , ,0 ,1,v va a   are some numbers defined by 

means of least-squares method. For  2 , ,,v v

i q i qe k  and 

 2 , ,,v v

x q x qe k
 

  coefficients of determinations also are 

known 
2,

2

2, , v
i e

r


, 
2,

2

2, , ve
r


. Designate average values ,nx  

as ,nx . 

Theorem 5. Let for system (1) with 
,( ) m

i n nX u U R   

in space ( , )s k eP : i) on  sets 
,I

x

v

e k


, I
i

v

k
 structures , i

v

e kS  

and , i

v

e kS , described by mappings 
, x

v

e k


  and , i

v

e k , are 

constructed; ii) for , i

v

e kS  and 
,, e x

v

e k


S  secants (13), (14) 

are defined. If for a secant  2 , ,,v v

x q x qe k
 

  structure the 

,, e x

v

e k


S   1   condition are executed 

2, 1 2, 1

2 2

2, , 2, ,v v
x ie e

r r


 
  ,                                           (15) 

,1 ,

v

na x    ,                                                     (16) 

where 0   and 
  are some set numbers, then is 

, ,n i nx u   element of structure of system (1). 

The proof of the theorem 5 is obvious. It is based that 

structures , i

v

e kS  and 
,, e x

v

e k


S  describe variable change 
v

qe . 

Therefore the decision on inclusion in structure of sys-

tem (1) accept concerning that variable 
nx X  , which 

ensures  necessary level of a coefficient determination. 

Values 
2,

2

2, , ve
r


 should belong to the set interval, as re-

flects (15). If values 
2,

2

2, , ve
r


 are approximate, then use 

restriction (16) on a received estimation of average val-

ue 
, ,n i nx u  . 

Other approaches of a choice of length the distributed 

lag 
iu  are described in [28]. 

 

VI. Choice of Length Lag for 
( )nX y

 

Let in system (1) 1, 1, ,[ , , , ]T

n n n l nX x x x , where 

,i n n ix y  , 1,i l . To a prior estimation l  apply algo-

rithm CD . One of methods of a choice of length the 

distributed lag is described in [28]. It is based on appli-

cation of the theorem 1. As show results of modelling, 

to make the decision on structure of the distributed lag 

on 
ny  in space ( , )s k eP  on a class of linear secants 

for virtual portraits ,

v

e kS  not always it is possible. There-

fore we describe the approach based on application of 

theorems 4, 5. 

Consider space  , ,,v v

s e q i qe eP , where ,,v v

q i qe e  are el-

ements of sets 

 , ,I , ,
y q

v v v v

e k q e y Ne k q J  , 

 
,, , ,I , ,

x i qi

v v v v

e k i q e x Ne k q J  , 1i  . 
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On 
,I

y

v

e k
,

,I
xi

v

e k
 introduce mapping    , ,:

i

v v v

e e q i qe e  , 

1i  . The method of its construction is described in 

section 5. , i

v

e e  corresponds structure , i

v

e eS . For every 

, i

v

e eS  construct a secant 

   
2

2, , ,0 ,1,v v v v v v

i q i q i q i qe e a e a e                                 (17) 

and define a coefficient of determination 2

2, ,v v
ie e

r . Apply 

the theorem 4 to an estimation of length the distributed 

lag on 
ny .  

Consider space  , , , ,
x ii

v v

s k e e x ik eP . On  set I
xi

v

k
 define 

mapping    , ,:
x ii

v v v

e k x q qk e   and a virtual portrait 

,, e xi

v

e kS , where ,i

v

x qk  is a  coefficient of structural proper-

ties on an input 
ix . Also consider set  

 , , ,I , ,
y

v v v v

e k q e y q Ne k q J  , 

introduce mapping    
,, , ,:

e y

v v v

e k e y q qk e  and structure 

,, e y

v

e kS . Apply (13), (14) and define secants 

   
2

2 , , 2 ,0 , , ,1 , ,,v v v v v v

q e y q y e y q y e y qe k a k a k    ,         (18) 

   
2

2 , , 2, ,0 , ,1 ,,
i i i

v v v v v v

i q x q i i x q i x qe k a k a k    ,           (19) 

where ,0 ,1,v v

y ya a , ,0 ,1,v v

i ia a  are some numbers defined by 

means of a method least-squares method. 

For  2 , ,,v v

q e y qe k  and  2 , ,,
i

v v

i q x qe k  coefficients of 

determinations also are known 
2

2

2, , ve
r


, 

2,

2

2, , v
i e

r


. Desig-

nate average values ,i nx  as ,i nx . Apply  the theorem 5 

and receive an estimation of length the distributed lag 

on 
ny . 

The offered approach apply in a case 

,( , ) m

n i n n nX X u U y R   . 

It is possible to apply Lyapunov characteristic indica-

tors to an estimation of the distributed lag [33]. For this 

purpose use the approach described in [28, 29]. 

 

VII. About Sector Sets 

On the basis of the analysis of sector sets (SS) [29, 30] 

we can make the decision on a nonlinearity class. De-

spite complexities their construction for irregular inputs 

SS allow to solve problems of structural identification 

of nonlinear static systems. Attempts to extend this ap-

proach on systems with  the distributed lag  have ap-

peared unsuccessful. Explain it to that the distributed 

lag is result of the decision of difference equations. The 

received decision is somewhat approximate to a varia-

ble which is a basis for lag reception. Therefore SS in 

structural space for a base variable and its lags will d if-

fer not strongly. It  does  not allow developing effective 

algorithms of decision-making. Presence of the distrib-

uted lags on variables 
ny , is the reason of decrease a 

coefficient of determination between input variables 

and a system output. 

 

VIII. About Estimations of Parameters of System (1) 

at Distributed Lags 

Identificat ion of parameters in system with the d is-

tributed lags will execute on a class of a priori set mod-

els of parameters (look section 1). Such approach it is 

based on minimization of number of the estimated pa-

rameters in the conditions of a mult icollinearity. It is the 

dominating. Authors offer various variations of ap-

proaches within the limits of the given concept of iden-

tification [17]. In [28] the method of identification the 

distributed lag on the basis of application Lyapunov 

characteristic indicators is described. It is based on es-

timations of a coefficient structural properties system on 

the set input. The coefficient structural properties is a 

parameter estimation at the considered distributed lag. 

Here we give development of the given approach. 

We accept the received estimations of an average co-

efficient structural properties for admissible estimations 

of parameters at the distributed lags and  form a vector 
mB R . Introduce some limited vector 

hR , where 

h m , 
 . In particular, at 1h  ,  

  , 1 ,1h hR          , 

0h   is some set number. The second composed in 

the right part (1) write down in a form 

T T

n nB X B X .                                                    (20) 

Apply a least-squares method (LSM) and receive an 

estimation  . 

If adequacy of model with an estimation   is unsatis-

factory, then choose 1h  . Consider a vector   and 

execute division nX  into parts so that they contained 

nonsingular components. Let, for example 

1, 2,,
T

T T

n n nX X X    . Then 1 2,
T

T TB B B    . Let 

 1 2,
T

   , 
1 21 2( ) h hD I I    , 
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where 
1 2h h h  , ( )D   is a diagonal matrix from a 

vector  , 1 1

1

h h

hI R 
  is an unity matrix,   is a  direct 

sum of matrixes. 

Then instead of (20) in model of identification for 
T

nB X  receive a relation 

1 1 2 2 1, 2,, ,
T

T T T T T

n n nB X B B X X        . 

To a vector estimation   apply LSM. Estimate ade-

quacy of the received model. If the fo recasting error 

appears is big, then change dimension of vector  . 

Execute identification process again. 

 

Remark 2. A vector   is possible to identify by means 

of adaptive algorithm taking into account restriction 

 . To synthesis of procedure identification apply 

a method  -algorithms [34]. 

 

IX. Examples 

Consider system (1) with [1.5;2;2.8]TA  , 

[0.7; 0.6]TB  , 2

nX R , 
1,( )n nX X u . 

3

,i n nu U R   

are limited stochastic functions, 
n  is a random variab le 

with a zero expectancy and a final dispersion, | | 0.3n  . 

1,nu  receive on a basis the decision difference the equa-

tions of the second order. Apply the theorem 1 and re-

ceive, that the system is nonlinear, ( ) 0.03   . Value 

( )  explain presence of linear interdependences (mul-

ticollinearity) in system. For lag estimation generate set 

    , ,I ,  1,3 &e u n i n Ne u i n J     .               (21) 

The analysis ,Ie u  has shown, that the lag is at a  varia-

ble 1,nu . Apply algorithm CD  and receive a prior es-

timation of length of a lag m . The estimat ion of length 

of a lag  on 1,nu  is * 2m  . To  validation of the received 

result apply the theorem 4.  

Generate sets ,I
x

v

e k


, Iv

k
, consider mappings (11) and 

structures ,

v

e e
S , where 1  . For ,

v

e e
S  define secants 

 2, ,,v v

q qe e   and 
2

2, ,v ve e
r



: 

   
2

2,1 1,, 0.975 0.0133v v v v

q q q qe e e e   , 
1

2

2, ,
0.948v ve e

r  , 

   
2

2,2 2,, 0.967 0.019v v v v

q q q qe e e e   , 
2

2

2, ,
0.934v ve e

r  , 

   
2

2,3 3,, 0.954 0.0038v v v v

q q q qe e e e   , 
3

2

2, ,
0.91v ve e

r  . 

 

Fig. 1: Change ,n ny   

 

Let 0.93v  . Apply the theorem 4 and receive 

* 2m  . On Figure 1 show lag influence on 
1,nu . 

To check of the received estimation of a lag apply  

theorems 5. Define secants (13), (14) and coefficients of 

determinations 

   
2

2 1, 1, 2,1 , 1,, 2.13 0.793v v v v

q q i q qe k k k    , 

2,1 1

2

2, ,
0.971ve

r


 , 

   
1 1 1 1 1

2

2 , , 2, , ,, 1.93 0.48v v v v

x q x q x x q x qe k k k    ,  

2, 11

2

2, ,
0.964v

x xe
r


 , 

   
2 2 2 2 2

2

2 , , 2, , ,, 1.76 0.22v v v v

x q x q x x q x qe k k k    ,  

2, 2 2

2

2, ,
0.928v

x xe
r


 , 

   
3 3 3 3 3

2

2 , , 2, , ,, 1.69 0.053v v v v

x q x q x x q x qe k k k    ,  

2, 3 3

2

2, ,
0.922v

x xe
r


 . 

Average values for 
1u  and x : 

1 2.026u  , 

1 2.011x  , 
2 1.996x  , 

3 1.98x  . Let 0.043  , 

0.02  . Check up conditions (15), (16). They will 

be executed for lags 1x , 2x . So, we have received esti-

mations for length of the distributed lag on an input 1u . 

On Figure 2 show results of application the theorem 5.  

They confirm a conclusion about influence of the dis-

tributed lag as some equivalent nonlinearity in system. 

This conclusion receives from the analysis of change 
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secant 
2,1  of structure 

1,

v

e kS . For 
32,x  we have almost 

linear dependence that confirms an elimination of a lag 

3x  of model structure. 

Consider system (1) with 1, 2,, ,
T

n n nX x x     

1, 1 2, 1, 1,n n n nx y x u   . Execute the analysis of set (21) 

and apply algorithm CD
 to an estimat ion of the d is-

tributed lag. Results of the analysis give lags on 
ny  and 

1,nu . The estimation is * 1m   on these variables. Apply 

the theorem 4 and confirm this conclusion. 

 

-1,50 -0,75 0,00 0,75 1,50
-2

-1

0

1

2

3 ,

v

x qe

1 ,

v

x qe

2 ,

v

x qe

,

v

x qe


1,

v

qe

1,

v

qe

32,x

22,x

2,1

12,x

,

v

x qk


2,x


2,1

 
Fig. 2: Structures 

, i

v

e kS  and secants 2,x
  

 

Define secants (13), (14) and coefficients of determi-

nations 

   
2

2 1, 1, 2,1 , 1,, 1.909 0.567v v v v

q q i q qe k k k    ,  

2,1 1

2

2, ,
0.933ve

r


 , 

   
2 2 2 2 2

2

2 , , 2, , ,, 2.0 0.771v v v v

x q x q x x q x qe k k k    , 

 
2, 22

2

2, ,
0.965v

x xe
r


 , 

   
2,2 2 2,2 2,2 2,2

2

2 , , 2, , ,, 1.694 0.115v v v v

x q x q x x q x qe k k k    ,  

2, 2,2 2,2

2

2, ,
0.946v

x xe
r


 , 

where 2,2, 1, 2q qx u  . 

Average values for 1, 2,,n nu x  and 2,2,nx : 1 2.028u  , 

2 2.023x  , 2,2 2.0x  . Secants 
22,1 2,, x   corroborate 

lag presence on 1,nu . The secant 
2,22,x  is almost linear 

(for a linear secant 
2,21,x  

1, 2,2 2,2

2

2, ,
0.944v

x xe
r


 ). Condition 

(16) for 
2,22,x  with 0.15   is not true. Therefore 

2,2,nx  is no element of structure of system (1). High 

1, 2,2 2,2

2

2, , v
x xe

r


 explain by means of application of the state-

ment from [28]. Similarly execute identification of the 

distributed lag on
ny . 

So, results of modelling confirm efficiency of the of-

fered algorithms and methods . 

 

X. Conclusion 

In work is functional-set approach to structural iden-

tification of d iscrete systems with the d istributed lag is 

offered. The decisions on structure lag system part ac-

cept on the basis of the analysis special static structures. 

It is shown that the distributed lag can be considered as 

nonlinearity. We have applied to decision-making on 

length of a lag secants of the second order and have 

made the analysis of change their parameters. It  is 

shown, that as criterion of decision-making on a belong-

ing of the distributed lag the system structure can use 

degree of linearity of a secant the second order. The 

approach to parametrical identificat ion of factors model 

is offered at the distributed lags. Unlike existing ap-

proaches we do not do any assumptions concerning the 
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law of change parameters. The approach is based on 

definit ion of tentative estimations parameters model on 

the basis of the analysis of a coefficient structural prop-

erties system. These estimations are specified on the 

basis of identification auxiliary factors (multiplicate 

parameters). Results of modelling have confirmed 

working capacity of the offered methods and algorithms. 
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