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Abstract — Rough sets, introduced by Pawlak as a model to capture impreciseness in data have been a very useful tool in several applications. These basic rough sets are defined by taking equivalence relations over a universe. In order to enhance the modeling powers of rough sets, several extensions to the basic definition has been introduced over the past few years. Extending the single granular structure of research in classical rough set theory two notions of Multigranular approaches; Optimistic Multigranulation and Pessimistic Multigranulation have been introduced so far. Topological properties of rough sets along with accuracy measures are two important features of rough sets from the application point of view. Topological properties of Optimistic Multigranular rough sets Optimistic Multigranular rough fuzzy sets and Pessimistic Multigranular rough sets have been studied. Incomplete information systems take care of missing values for items in data tables. Optimistic and pessimistic MGRS have also been extended to such type of incomplete information systems. In this paper we provide a comparative study of the two types of Multigranular approaches along with other related notions. Also, we extend the study to topological properties of incomplete pessimistic MGRFS. These results hold both for complete and incomplete information systems.

Index Terms— Rough Sets, Rough Fuzzy Sets, Tolerance Relations, Pessimistic Multi Granular Rough Fuzzy Sets

I. Introduction

The introduction of the concept of rough sets as a model to capture impreciseness by Pawlak [5, 6], has been found to be a very useful tool and several applications of this model has been made so far. The basic assumption of rough set theory is that human knowledge about a universe depends upon its capability to classify these objects. Classifications of a universe and equivalence relations defined on it are known to be interchangeable notions. So, for mathematical reasons equivalence relations were considered by Pawlak to define rough sets.

A rough set is represented by a pair of crisp sets, called the lower approximation and upper approximation of the set, comprising of elements which definitely and possibly belong to it respectively with respect to the available information.

To improve the modeling capability of basic rough sets several extensions have been made in different directions. One such extension is the rough sets based upon tolerance relations instead of equivalence relations. These rough sets are sometimes called incomplete rough set models [1]. In the view of granular computing, classical rough set theory is researched by a single granulation. The basic rough set model has been extended to rough set model based on multi-granulations (MGRS) in [7], where the set approximations are defined through multiple equivalence relations on the universe. Using similar concepts, that is taking multiple tolerance relations instead of multiple equivalence relations; incomplete rough set model based on multi-granulations was introduced in [8]. Several fundamental properties of these types of rough sets have been studied [7, 8, 9]. In [19], the concept of Multigranulation has been extended to the context of fuzzy sets. Another type of Multigranulation called the pessimistic Multigranulation was introduced by Qian et al [10]. The first contribution of this paper is a comparative analysis of these two types of Multigranular rough sets and the Indiscernibility relation obtained by the intersection of these equivalence relations.
II. Definitions and Notations

Let $U$ be a universe of discourse and $R$ be an equivalence relation over $U$. By $U/R$ we denote the family of all equivalence classes of $R$, referred to as categories or concepts of $R$ and the equivalence class of an element $x \in U$ is denoted by $[x]_R$. By a knowledge base, we understand a relational system $K = (U, P)$, where $U$ is as above and $P$ is a family of equivalence relations over $U$. For any subset $Q (\neq \emptyset) \subseteq P$, the intersection of all equivalence relations in $Q$ is denoted by $\text{IND}(Q)$ and is called the indiscernibility relation over $Q$. Given any $X \subseteq U$ and $R \in \text{IND}(Q)$, we associate two subsets, $RX = \bigcup \{ Y \in U/R : Y \subseteq X \}$ and $\overline{RX} = \bigcup \{ Y \in U/R : Y \cap X \neq \emptyset \}$, called the R-lower and R-upper approximations of $X$ respectively. The R-boundary of $X$ is denoted by $\overline{BN}_R(X)$ and is given by $\overline{BN}_R(X) = RX - \overline{RX}$. The elements of $RX$ are those elements of $U$, which can certainly be classified as elements of $X$, employing knowledge of $R$. We say that $X$ is rough with respect to $R$ if and only if $RX \neq \overline{RX}$, equivalently $\overline{BN}_R(X) \neq \emptyset$. $X$ is said to be R-definable if and only if $RX = \overline{RX}$, or $\overline{BN}_R(X) = \emptyset$.

In the view of granular computing (proposed by L. A. Zadeh), an equivalence relation on the universe can be regarded as a granulation, and a partition on the universe can be regarded as a granulation space [2, 3]. For an incomplete information system, similarly, a tolerance relation on the universe can be regarded as a granulation, and a cover induced by the relation can be regarded as a granulation space. Several measures in knowledge base closely associated with granular computing, such as knowledge granularity, granularity measure, information entropy and rough entropy, were discussed in [2, 3, 4]. Qian and Liang [7] put forth a rough set model based on multi-granulations (MGRS), which is established on multiple equivalence relations. In [8] this notion is extended to rough set model based on multi tolerance relations in incomplete information systems.

There are three regions for a rough set, namely, interior having elements definitely belongs to the set, boundary having elements possibly belongs to the set and exterior which is the complement of the closure of the interior. Rough Fuzzy Set is finer than rough set, in a sense that, in the former, membership values are associated with each object specifying the extent to which it belongs to a particular region of the set which is not so in the later. In rough set whether an element belongs to a particular region of the set or not is only known.

First, let us define below the Multi Granular Rough Fuzzy Set (MGRFS).

Definition 2.1: Let $K=(U, R)$ be a knowledge base, $R$ be a family of equivalence relations on $U$, $F(U)$ denotes the set of all fuzzy sets over $U$, $X \in F(U)$ and $P, Q \in R$. The optimistic multi-granular rough fuzzy set $X$’s lower approximation and upper approximation in $U$ can be defined as

$$\forall y \in U, (P+Q)(X)(y) = \inf_{x \in [y]_P}(X) \cup \inf_{x \in [y]_Q}(X)$$ (1)

$$\forall y \in U, (\overline{P+Q})(X)(y) = \overline{(P+Q)(\neg X)(y)}$$ (2)

Another kind of multi-granular rough fuzzy sets called pessimistic multi-granular rough fuzzy sets was introduced. Now, the above type of multi-granular rough fuzzy sets is known as the optimistic multi-granular rough fuzzy sets.
The definition of pessimistic multi-granular rough fuzzy set (PMGRFS) is as below.

**Definition 2.2:** Let \( K = (U, R) \) be a knowledge base, \( R \) be a family of equivalence relations on \( U \), \( F(U) \) denotes the set of fuzzy sets over \( U \), \( X \in F(U) \) and \( P, Q \in R \). We define the pessimistic multi-granular rough fuzzy lower approximation and upper approximation of \( X \) in \( U \) as

\[
\forall y \in U, (P \ast Q)(X)(y) = \inf_{x \in \overline{y}_P} x(y) \wedge \inf_{x \in \overline{y}_Q} x(y) \quad (3)
\]

\[
\forall y \in U, (P \ast Q)(X)(y) = -(P \ast Q)(-X)(y) \quad (4)
\]

Pessimistic Multi Granular Rough Fuzzy Set is finer than Optimistic Multi Granular Rough Fuzzy Set, in a sense that, the lower approximation of the former have elements to both the equivalence classes whereas as the lower approximation of later have elements belong to either of the equivalence classes. A similar argument holds true for upper approximation of both the sets too.

We state below several properties of pessimistic multi-granular rough sets from [10].

**Property 2.1:** Let \( K = (U, R) \) be a knowledge base, \( R \) be a family of equivalence relations, \( F(U) \) denotes the set of fuzzy sets over \( U \), \( X \in F(U) \) and \( P, Q \in R \). The following properties hold true.

\[
(P \ast Q)(X) \subseteq X \subseteq (P \ast Q)(X)\quad (5)
\]

\[
(P \ast Q)(\emptyset) = \emptyset = (P \ast Q)(U)\quad (6)
\]

\[
(P \ast Q)(-X) = -(P \ast Q)(X)\quad (7)
\]

\[
(P \ast Q)(X) = PX \cap QX\quad (8)
\]

\[
(P \ast Q)(X) = \overline{P}X \cup \overline{Q}X\quad (9)
\]

\[
(P \ast Q)(X) = (Q \ast P)(X), (P \ast Q)(X) = (Q \ast P)(X)\quad (10)
\]

**Property 2.2:** Let \( K = (U, R) \) be a knowledge base, \( R \) be a family of equivalence relations, \( F(U) \) denotes the set of fuzzy sets over \( U \), \( X, Y \in F(U) \) and \( P, Q \in R \). The following properties hold true.

\[
(P \ast Q)(X \cap Y) = (P \ast Q)(X) \cap (P \ast Q)(Y)\quad (11)
\]

\[
(P \ast Q)(X \cup Y) = (P \ast Q)(X) \cup (P \ast Q)(Y)\quad (12)
\]

**Definition 2.3:** An information system is a pair denoted by \( S = (U, A) \), where \( U \) is a non-empty finite set of objects, \( A \) is a non-empty finite set of attributes. For every \( a \in A \), there is a mapping \( a : U \to V_a \), where \( V_a \) is called the value set of \( a \).

If \( V_a \) contains a null value for at least one attribute \( a \in A \), then \( S \) is called an incomplete information system. Otherwise, it is complete.

We define below incomplete information system for single granular rough set.

**Definition 2.4:** Let \( S = (U, A) \) be an incomplete information system for single granular rough set where \( U \) and \( A \) denotes the universe of objects and attribute set respectively, and \( P \subseteq A \) be an attribute subset. We define a binary relation on \( U \) as follows

\[
SIM(P) = \{ (u, v) \in U \times U \mid \forall a \in P, a(u) = a(v) \text{ or } a(u) = * \text{ or } a(v) = * \}.\quad (15)
\]

In fact, \( SIM(P) \) is a tolerance relation on \( U \), the concept of a tolerance relation has a wide variety of applications in classifications [1].

It is known that \( SIM(P) = \bigcap_{a \in P} SIM\{a\} \). Let \( S_p(u) \) denote the set \( \{ v \in U \mid (u, v) \in SIM(P) \} \). \( S_p(u) \) is the maximal set of objects which are possibly indistinguishable by \( P \) with \( u \).

Let \( U/SIM(P) \) denote the family sets \{ \( S_p(u) \mid u \in U \) \}, the classification or the knowledge induced by \( P \). A member \( S_p(u) \) from \( U/SIM(P) \) will be called a tolerance class or an information granule. It should be noticed that the tolerance classes in \( U/SIM(P) \) do not constitute a partition of \( U \) in general. They constitute a cover of \( U \), i.e., \( S_p(u) \neq \emptyset \) for every \( u \in U \), and \( \bigcup_{u \in U} S_p(u) = U \). We can extend this definition to single granular rough fuzzy set in a similar fashion.

Now we define below pessimistic multigranular lower and upper approximations of fuzzy sets in an incomplete information system. It may be noted that instead of the notations used in [13] to denote these concepts, we have used more meaningful and simpler notations.

**Definition 2.5:** An incomplete information system is a pair denoted by \( S = (U, A) \) where \( U \) is a non-empty set of objects, \( P, Q \subseteq A \) be two attribute subsets, and \( X \in F(U) \) be rough fuzzy set in \( U \). Then we define a lower approximation and an upper approximation of \( X \) in \( U \) with respect to two tolerance relations of \( P \) and \( Q \) by the following
Theorem 3.1: For any $X \subseteq U$ and two equivalence relations $R_1$ and $R_2$ defined over $U$, we have

$$R_1 \ast R_2 X \subseteq R_1 + R_2 X \subseteq R_1 \cap R_2 X \subseteq \overline{R_1 \cap R_2 X} \subseteq R_1 + R_2 X.$$ 

Proof: \( R_1 \ast R_2 X \subseteq R_1 + R_2 X \) \hspace{1cm} (21)

It follows from the following:

$$x \in R_1 \ast R_2 X \Rightarrow [x]_{R_1} \subseteq X \text{ and } [x]_{R_2} \subseteq X$$

$$\Rightarrow [x]_{R_1} \subseteq X \text{ or } [x]_{R_2} \subseteq X$$

$$\Rightarrow x \in R_1 + R_2 X.$$ 

(22)

Finally, we define topological types (or characterization) of Multi-granulation Rough Fuzzy Set as below:

Definition 2.6: An incomplete information system is a pair denoted by $S = (U, A)$ where $U$ is a non-empty set of objects, $P, Q \subseteq A$ be two attribute subsets, and $X \in F(U)$ be a fuzzy set in $U$. Then

If $(P \ast Q)(X)_{\neq} \neq \phi$ and $(P \ast Q)(X)_{\neq} \neq U$, then we say that $X$ is roughly $P \ast Q$-definable (T1 or Type-1). 

(18)

If $(P \ast Q)(X)_{\neq} \neq \phi$ and $(P \ast Q)(X)_{\neq} \neq U$, then we say that $X$ is internally $P \ast Q$-definable (T2 or Type-2).

(19)

If $(P \ast Q)(X)_{\neq} \neq \phi$ and $(P \ast Q)(X)_{\neq} \neq U$, then we say that $X$ is externally $P \ast Q$–definable (T3 or Type-3).

(20)

If $(P \ast Q)(X)_{\neq} \neq \phi$ and $(P \ast Q)(X)_{\neq} \neq U$, then we say that $X$ is totally $P \ast Q$–definable (T4 or Type-4).

(21)

III. Results

The results presented in this section are of two categories. In the first subsection we provide a comparative study of the two types of Multigranulations and the indiscernibility relation. In the second section we deal with the topological properties of fuzzy sets.

3.1 Comparative Analysis

Let us denote the pessimistic Multigranular rough sets and the optimistic rough sets associated with $R$ and $S$ by $R \ast S$ and $R \ast S$ respectively.

Theorem 3.1: Let us take

$$U = \{e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8\} \text{ and } X = \{e_1, e_2, e_6, e_8\}.$$ 

Then $$\sim X = \{e_3, e_4, e_5, e_7\}.$$ 

Let us take

$$U / R_1 = \{\{e_1, e_7\}, \{e_2, e_3, e_4, e_5, e_6\}, \{e_8\}\} \text{ and }$$

$$U / R_2 = \{\{e_1, e_2\}, \{e_3, e_4, e_5\}, \{e_6, e_7, e_8\}\}.$$ 

Then

$$U / R_1 \cap R_2 = \{\{e_1\}, \{e_2\}, \{e_3, e_4, e_5\}, \{e_6\}, \{e_7\}, \{e_8\}\}.$$ 

So,
\[ R_1 \ast R_2 X = \phi, R_1 + R_2 X = \{ e_1, e_2, e_8 \}, \]
\[ R_1 \cap R_2 X = \{ e_1, e_2, e_6, e_8 \} = R_1 \cap R_2 X. \]
\[ R_1 + R_2 X = \{ e_1, e_2, e_6, e_7, e_8 \} \quad \text{and} \quad \]
\[ R_1 \ast R_2 X = U. \]

So that

\[ R_1 \ast R_2 X \neq R_1 + R_2 X \neq R_1 \cap R_2 X \quad \text{and} \quad \]
\[ R_1 \cap R_2 X \neq R_1 + R_2 X \neq R_1 \ast R_2 X. \]

It is well known that

\[ R_1 \cap R_2 X \text{ may not be equal to } R_1 \cap R_2 X. \]

**Corollary 3.1.1**: For any \( X \subseteq U \),
\[ BN(R_1 \cap R_2)(X) \subseteq BN(R_1 + R_2)(X) \]
\[ \subseteq BN(R_1 \ast R_2)(X). \]

**Corollary 3.1.2**: For any \( X \subseteq U \), \( X \) is rough w.r.t \( R_1 \cap R_2 \) \( \Rightarrow X \) is rough w.r.t \( R_1 + R_2 \) \( \Rightarrow X \) is rough w.r.t \( R_1 \ast R_2 \).

**Corollary 3.1.3**: For any \( X \subseteq U \), \( X \) is crisp w.r.t \( R_1 \ast R_2 \) \( \Rightarrow X \) is crisp w.r.t \( R_1 + R_2 \) \( \Rightarrow X \) is crisp w.r.t \( R_1 \cap R_2 \).

We can extend the above results to the case when the number of granulations is more than two. For this we shall use the following notations:

Let \( R_1, R_2, \ldots, R_m \) be \( m \) number of equivalence relations over \( U \). Then we use the notations:
\[ \sum_{i=1}^m P_i \text{ for optimistic multigranulation} \]
\[ \prod_{i=1}^m P_i \text{ for pessimistic multigranulation} \]
\[ \cap_{i=1}^m P_i \text{ for indiscernibility multigranulation} \]

**Corollary 3.1.4**:

For any \( X \subseteq U \) and \( P_1, P_2, \ldots, P_m \) being equivalence relations on \( U \), we have
\[ \prod_{i=1}^m P_i X \subseteq \sum_{i=1}^m P_i X \subseteq \bigcap_{i=1}^m P_i X \leq \sum_{i=1}^m P_i X \subseteq \prod_{i=1}^m P_i X. \]

**Theorem 3.2**: Let \( S = (U, A) \) be an incomplete information system where \( U \) denotes a universe of objects and \( A \) denotes an attribute set respectively. Let \( R_1, R_2 \subseteq A \). Then for any \( X \subseteq U \) we have the following:
\[ R_1 \ast R_2 X \subseteq R_1 + R_2 X \subseteq R_1 \cup R_2 X \subseteq R_1 \cup R_2 X \]
\[ \subseteq R_1 + R_2 X \subseteq R_1 \ast R_2 X. \]

**Proof**: (1) The proof of \( R_1 \ast R_2 X \subseteq R_1 + R_2 X \) is similar to that in Theorem 3.1.

Proof of \( R_1 + R_2 X \subseteq R_1 \cup R_2 X \). This is part (1) of Theorem 1 in [9].

Proof of \( R_1 \cup R_2 X \subseteq R_1 \cup R_2 X \). Follows from the definitions of lower and upper multigranular approximations of sets in incomplete information systems.

Proof of \( R_1 \cup R_2 X \subseteq R_1 \cup R_2 X \). This is part (2) of Theorem 1 in [9].

Proof of \( R_1 + R_2 X \subseteq R_1 \ast R_2 X \). It is similar to that in Theorem 3.1.

**Example 3.2** Let us take
\[ U = \{ e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8 \} \text{ and } X = \{ e_1, e_2, e_6, e_8 \}. \]

Then \( \sim X = \{ e_3, e_4, e_5, e_7 \} \).

Let us take \( L \) and \( P \) as two attributes in an incomplete IS having \( U \) as its domain such that
\[ U / SIM(L) = \{ \{ e_1, e_7 \}, \{ e_2, e_3, e_4, e_5, e_6, e_8 \}, \{ e_8 \} \} \quad \text{and} \quad \]
\[ U / SIM(P) = \{ \{ e_1, e_3 \}, \{ e_2, e_3, e_4, e_5, e_6, e_7, e_8 \}, \{ e_2, e_5, e_6, e_7, e_8 \} \}. \]

So that
\[ U / SIM(L \cup P) = \{ \{ e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8 \}, \{ e_2, e_5, e_6, e_7, e_8 \} \}. \]

Now,
\[ L \cup PX = \{ e_1, e_2, e_3, e_4, e_8 \}, L \cup PX = \{ e_1, e_2, e_3, e_4, e_5, e_6, e_8 \}, \]
\[ L+PX = \{ e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8 \}, L+PX = \{ e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8 \}, \]
\[ L \ast PX = \phi, L \ast PX = \{ e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8 \}. \]

Here,
\[ L \ast PX \neq L + PX, \quad L + PX \neq L \cup PX. \]

So, the inclusions in Theorem 2 can be strict.

**Corollary 3.2.1**: Let \( U \) be an incomplete IS. Then for any \( X \subseteq U \),
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Let $U$ be an incomplete IS. Then for any $X \subseteq U$, $X$ is crisp w.r.t $R_1 \cup R_2$, $X$ is rough w.r.t. $R_1 + R_2$. Let $X$ be an incomplete information system.

Corollary 3.2.3: Let $U$ be an incomplete IS. Then for any $X \subseteq U$, $X$ is crisp w.r.t $R_1 \ast R_2$, $X$ is crisp w.r.t $R_1 + R_2$. Let $X$ be a several case, we provided examples for some entries in the table.

Table for type of $X$ with respect to $(P \ast Q)$

The table for the types of a fuzzy set $X$ with respect to $P \ast Q$ for its different possible types with respect to attribute subsets $P$ and $Q$ of $A$ in an IS $(U, R)$ remains same as that for a subset of $X$ derived in [18]. As this is a several case, we provided examples for some entries in the table.

3.2 Topological Properties

New sets are formed from existing sets through set theoretic operations. This is true for both crisp sets and fuzzy sets. One would like to know the types of these new sets in order to apply them. This has been studied for crisp sets by Tripathy et al [11, 13] and also their generalisations. Similar problems have been tackled for Optimistic Multigranular crisp sets in [14], Optimistic Multigranular fuzzy sets in [15], Optimistic Multigranular intuitionistic fuzzy sets in [16, 17] and pessimistic Multigranular sets in [18]. In this section we shall determine types of the complement, union and intersection of pessimistic multi granular rough fuzzy sets (PMGRFS). These results will be useful for further studies in approximation of classifications and rule generation.

Let $X = ([a_1, 0.6), (a_2, 0), (a_3, 0), (a_4, 0.4), (a_5, 0.5), (a_6, 0.6), (a_7, 0.7), (a_8, 0))$ be a fuzzy set and it's lower and upper approximations areas below:

$\mathcal{P}(X)^\circ = \{(a_1, 0.6), (a_2, 0), (a_3, 0), (a_4, 0.4), (a_5, 0.5), (a_6, 0.6), (a_7, 0.7), (a_8, 0)\} \neq \emptyset$ and

$\mathcal{P}(-X)^\circ = \{(a_1, 0.4), (a_2, 1), (a_3, 1), (a_4, 0.6), (a_5, 0.5), (a_6, 0.5), (a_7, 0.3), (a_8, 1)\}$

$\mathcal{P}(X)^\cap = \{(a_1, 0.7), (a_2, 0), (a_3, 0), (a_4, 0.5), (a_5, 0.5), (a_6, 0.7), (a_7, 0.7), (a_8, 0)\} \neq U$.

Thus $X$ is of Type 1 w.r.t. $P$.

Let $X = ([a_1, 0.6), (a_2, 0), (a_3, 0), (a_4, 0.4), (a_5, 0.5), (a_6, 0.7), (a_7, 0.7), (a_8, 0))$.

Thus $X$ is of Type 1 w.r.t. $P \ast Q$.

3.2.2 Example for entry (1, 3)

Let $U = \{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}$. Let $f$ be a function. Then $f$ is a function. Let $X = \{(a_1, 0.6), (a_2, 1), (a_3, 1), (a_4, 0.5), (a_5, 0.7), (a_6, 0.6), (a_7, 0.6), (a_8, 0)\}$.

$(P(X))^\circ = \{(a_1, 0.6), (a_2, 0), (a_3, 0), (a_4, 0.4), (a_5, 0.4), (a_6, 0.6), (a_7, 0.6), (a_8, 0)\} \neq \emptyset$ and

$(\mathcal{P}Q(X))^\circ = \{(a_1, 0.7), (a_2, 0), (a_3, 0), (a_4, 0.7), (a_5, 0.7), (a_6, 0.7), (a_7, 0.7), (a_8, 0)\} \neq U$.

Thus $X$ is of Type 3 w.r.t. $Q$.

$((P \ast Q)(X))^\circ = \{(a_1, 0.6), (a_2, 0.7), (a_3, 1), (a_4, 0.7), (a_5, 0.5), (a_6, 0.5), (a_7, 0.5), (a_8, 0)\} \neq \emptyset$ and

$((P \ast Q)(X))^\cap = \{(a_1, 0.7), (a_2, 0.7), (a_3, 1), (a_4, 0.7), (a_5, 0.7), (a_6, 0.7), (a_7, 0.7), (a_8, 0)\} = U$.

Thus $X$ is of Type 1 w.r.t. $(P \ast Q)$. 
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Table for type of $\neg X$ with respect to $(P \ast Q)$

Like the previous case, here also there is no change in the table. We provide an example for only one entry for illustrations.

3.2.3 Example to prove entry of row2

Let $U = \{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}$.

$U \ SIM P = \{\{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}\}$

$U \ SIM Q = \{\{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}\}$

Let $X = (a_1, 0.3), (a_2, 0.5), (a_3, 0.5), (a_4, 0), (a_5, 0.5), (a_6, 0.6), (a_7, 0), (a_8, 0.8)$

be a rough fuzzy set.

$((P \ast Q)(X))_{>0} \neq \phi \implies (1)$ and

$\neg X = (a_1, 1), (a_2, 0.7), (a_3, 0.5), (a_4, 0.6),
(a_5, 0.5), (a_6, 0.4), (a_7, 1), (a_8, 0.2)$.

$((P \ast Q)(\neg X))_{>0} = (\{a_1, 1\}, (a_7, 1)) \neq \phi \implies (2)$

$(-((P \ast Q)(\neg X)))_{>0} = (\{a_1, 0\}, (a_2, 0)) = \phi \neq U$.

$((P \ast Q)(X))_{>0} \neq U$

Thus $X$ is of Type - 2 w.r.t. $P$

From (2) above we have

$((P \ast Q)(\neg X))_{>0} = \phi$

$(-((P \ast Q)(\neg X)))_{>0} = (\{a_1, 0\}, (a_2, 0)) = (\phi) = U$

Thus $\neg X$ is of Type - 3 w.r.t. $P$

3.3 Table for type of $X \cup Y$ with respect to $(P \ast Q)$

Like the earlier cases the table in [18], remains unchanged. However, as it is a general case, we provide a proof for two cases and illustrate that all entries are provide in other two cases.

Proof of entry (1, 1)

Suppose X and Y are both of Type-1. Then

$((P \ast Q)(X))_{>0} \neq \phi, ((P \ast Q)(Y))_{>0} \neq \phi,$

$((P \ast Q)(X))_{>0} \neq U$ and $((P \ast Q)(Y))_{>0} \neq U$.

From (2.13) it follows that

$((P \ast Q)(X \cup Y))_{>0} \neq \phi$.

But using (2.12) we see that

$((P \ast Q)(X \cup Y))_{>0}$ has both the possibilities of being equal or not equal to $U$.

So, $X \cup Y$ can be of Type - 1 or of Type - 3.

3.3.1 Examples to prove entry (1, 1)

Case 1

Let $U = \{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}$.

$U \ SIM P = \{\{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}\}$

$U \ SIM Q = \{\{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}\}$

Let $X = (a_1, 0), (a_2, 0.1), (a_3, 0.2), (a_4, 0.6)$

and $Y = (a_5, 0.1), (a_6, 0.2), (a_7, 0.6)$

be two rough fuzzy sets.

Then $X \cup Y = (a_1, 0.6), (a_2, 1), (a_3, 0.3), (a_4, 0), (a_5, 0)
(a_6, 0), (a_7, 0.3), (a_8, 0.6)$

Thus $X \cup Y$ is of Type - 1

Case 2

Let $U = \{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}$.

$U \ SIM P = \{\{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}\}$

$U \ SIM Q = \{\{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}\}$

$X = (a_1, 0.2), (a_2, 0), (a_3, 0.4), (a_4, 0.5), (a_5, 0), (a_6, 1), (a_7, 1), (a_8, 0.6)$

and

$Y = (a_1, 0.5), (a_2, 1), (a_3, 0.3), (a_4, 0), (a_5, 1), (a_6, 0.1), (a_7, 0.2), (a_8, 0.6)$

be two rough fuzzy sets.

Thus $X \cup Y$ is of Type - 1.
Thus $X$ is of Type w.r.t. $PQ$.

Thus $Y$ is of Type w.r.t. $PQ$.

Thus $X\cup Y$ is of Type 3 w.r.t. $(P*Q)$.

Proof of entry (1, 3)

Let both $X$ and $Y$ be of Type 1 and Type 3.

Then from the properties of Type 1 and Type 3

$$((P,Q)(X))_{>0} \neq \phi, \quad ((P,Q)(Y))_{>0} \neq \phi,$$

$((P,Q)(X))_{>0} \neq U$ and $((P,Q)(Y))_{>0} = U.$

So, using (2.15) and (2.16) we get

$$((P,Q)(X \cup Y))_{>0} \neq \phi$$

and

$$((P,Q)(X \cup Y))_{=0} = U.$$

Hence $X\cup Y$ is of Type 3 only.

The other cases can be similarly established.

3.3.2 Example to prove entry (2,1) in $X\cup Y$ table

Case 1

Let $U = \{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}.$

$U / SIM (P) = \{\{a_1, a_7\}, \{a_2, a_3, a_4, a_5, a_6, a_7, a_8\}\}$

$U / SIM (Q) = \{\{a_1, a_7\}, \{a_2, a_3, a_4, a_5, a_6, a_7\}\}$

Let $X = \{(a_1, 0), (a_2, 1), (a_3, 0.3), (a_4, 0), (a_5, 0), (a_6, 0), (a_7, 0.3), (a_8, 0.6)\}$ and

$Y = \{(a_1, 0.5), (a_2, 1), (a_3, 0.3), (a_4, 0), (a_5, 0), (a_6, 0), (a_7, 0.2), (a_8, 0.6)\}$ be two rough fuzzy sets.

$X \cup Y = \{(a_1, 0.5), (a_2, 1), (a_3, 0.3), (a_4, 0), (a_5, 0), (a_6, 0), (a_7, 0.3), (a_8, 0.6)\}$
((P \ast Q)(X \cup Y))_{>0} = \emptyset

\neg((P \ast Q)(X \cup Y))_{>0} = (\neg \phi) = U

((P \ast Q)(X \cup Y))_{>0} = U.

X \cup Y \text{ is of Type } 3 \text{ w.r.t. }(P \ast Q)

3.4 Table for type of X \cap Y with respect to (P \ast Q)

We follow similar approach as in section 3.3 as in this case also table in [18] remains unchanged.

Proof of entry (1,3)

Suppose X is of Type 1 and Y is of Type 3. Then

((P \ast Q)(X))_{>0} \neq \emptyset, ((P \ast Q)(Y))_{>0} \neq \emptyset,

((P \ast Q)(X))_{>0} \neq U \text{ and } ((P \ast Q)(Y))_{>0} = U.

From (2.14) it follows that

((P \ast Q)(X \cap Y))_{>0} \neq U.

But using (2.11) we see that

((P \ast Q)(X \cap Y))_{>0} has both the possibilities of being or not being equal to \emptyset.

So X \cap Y can be of Type \text{ -1 or Type } -2

3.4.1 Examples to prove entry (1,3)

Let U = \{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}.

U \sim P = \{\{a_1, a_2, a_7\},\{a_3, a_4, a_5\},\}

U \sim Q = \{\{a_1, a_2, a_6, a_7\},\{a_3, a_4, a_5\},\}

\{a_6, a_7, a_8\}\}

Case 1

Let X = \{(a_1, 0.5), (a_2, 1), (a_3, 0.3), (a_4, 0), (a_5, 1),\}

\{(a_6, 0.1), (a_7, 0.2), (a_8, 0.6)\}

and Y = \{(a_1, 0.5), (a_2, 1), (a_3, 0.3), (a_4, 0), (a_5, 1),\}

\{(a_6, 1), (a_7, 0.2), (a_8, 0.6)\} be two rough fuzzy sets.

X \cap Y = \{(a_1, 0.5), (a_2, 1), (a_3, 0.3), (a_4, 0), (a_5, 1),\}

\{(a_6, 0.1), (a_7, 0.2), (a_8, 0.6)\}.

((P \ast Q)(X))_{>0} = \{(a_6, 0.1), (a_7, 0.1), (a_8, 0.1)\} \neq \emptyset.

((P \ast Q)(X^c))_{>0} = \{(a_6, 0.4), (a_7, 0.4), (a_8, 0.4)\}

((P \ast Q)(X))_{>0} = \{(a_6, 0.6), (a_7, 0.6), (a_8, 0.6)\} \neq U.

X is of Type -1 w.r.t. (P \ast Q).

((P \ast Q)(Y))_{>0} = \{(a_6, 0.2), (a_7, 0.2), (a_8, 0.2)\} \neq \emptyset.

((P \ast Q)(Y^c))_{>0} = \emptyset

((P \ast Q)(Y))_{>0} = U.

X is of Type -3 w.r.t. (P \ast Q).

((P \ast Q)(X \cap Y))_{>0} = \{(a_6, 0.2), (a_7, 0.2), (a_8, 0.2)\} \neq \emptyset.

((P \ast Q)(Y \cap X))_{>0} = \{(a_6, 0.6), (a_7, 0.6), (a_8, 0.6)\} \neq U.

(X \cap Y) \text{ is of Type } -2 \text{ w.r.t. } (P \ast Q).
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Proof of entry (2, 1)

Let X and Y be of Type 2 and Type 1 respectively. Then from the properties of type 2 and type 1 multi granular rough fuzzy sets we get \((P \cap Q)(X)_{\emptyset} = \emptyset,\)
\((P \cap Q)(Y)_{\emptyset} = \emptyset,\) \((P \cap Q)(X)_{\neq \emptyset} \neq U\) and \((P \cap Q)(Y)_{\emptyset} \neq U.\)

So using properties (2.15) and (2.18) we get \((P \cap Q)(X \cap Y)_{\emptyset} = \emptyset \text{ and } (P \cup Q)(X \cap Y)_{\emptyset} \neq U.\)
So, \(X \cap Y\) is of type 2. This completes the proof. The other cases can be established similarly.

3.4.2 Example to prove entry (2,1)

Let \(U = \{a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}.\)
\((U / SIM(P)) = \{\{a_1, a_2, a_7\}, \{a_3, a_4, a_5\}, \{a_6, a_7, a_8\}\}\)
\((U / SIM(Q)) = \{\{a_1, a_2, a_5, a_7\}, \{a_3, a_4, a_5\},\)
\(\{a_6, a_7, a_8\}\})

Let \(X = \{(a_1, 0.5), (a_2, 1), (a_3, 0), (a_4, 0.2), (a_5, 0.3),\)
\((a_6, 0.4), (a_7, 0.2), (a_8, 0.4)\} \text{ and } Y = \{(a_1, 0.5), (a_2, 1), (a_3, 0.4), (a_4, 0.2), (a_5, 0.3),\)
\((a_6, 0.4), (a_7, 0.2), (a_8, 0.4)\}\) be two rough fuzzy sets.

\(X \cap Y = \{(a_1, 0.5), (a_2, 1), (a_3, 0), (a_4, 0.2),\)
\((a_5, 0.3), (a_6, 0.2), (a_8, 0.4)\}.\)
\((P \cap Q)(X)_{\emptyset} = \emptyset \text{ and } (P \cap Q)(Y)_{\emptyset} = \emptyset.\)

\((P \cap Q)(X \cap Y)_{\emptyset} = \emptyset \text{ and } (P \cap Q)(X \cap Y)_{\neq \emptyset} \neq U.\)

\((X \cap Y)\text{ is of Type } -2 \text{ w.r.t. } (P \cap Q).\)

IV. Conclusion

Topological properties of rough sets play a major role in real life applications. There are two extensions of this, single granulation based basic rough sets to multi granulation rough sets. These are termed as optimistic multi granular rough sets and pessimistic multi granular rough sets. Parallel properties for the optimistic case and its extension to handle fuzzy sets have been done in [14] and [15] respectively. Also our extension to handle intuitionistic fuzzy sets was done in [17]. In this paper we provided a comparative study of those multi granular rough sets with other such sets and established some interesting properties. Also, we extended the topological properties to the case of pessimistic multi granular rough fuzzy sets.

References


Authors’ Profiles

Dr. B.K. Tripathy (1957-), male, is a senior professor in the school of computing sciences and engineering, VIT University, at Vellore, India. He has published more than 160 technical papers in international journals/proceedings of international conferences/edited book chapters of reputed publishers like Springer, IGI and guided 12 students for PhD so far. He is a member/life member of international professional associations like IEEE, ACM, IRSS, CSI, IMS, OITS, OMS, IACSIT, IST, and ACEEEE. Dr.Tripathy is a reviewer of around 20 international journals which include IEEE, World Scientific, Springer and Science Direct publications. Also, he is in the editorial board of at least 10 international journals. His current research interest includes Fuzzy sets and systems, Rough sets and knowledge engineering, Granular computing, soft computing, bag theory, data clustering, database anonymisation, list theory and social network analysis.

Prof. M. Nagaraju (1969-), male, Assistant Professor (senior), school of computing science and engineering (SCSE), VIT University, at Vellore, India. He is pursuing his Ph.D. Degree in computer science and engineering(CSE) from the same school. He is a Life member in professional associations like ISTE and CSI. He is also a member of International Rough Set Society (IRSS). His research directions including Rough Sets and Systems, Granular Computing, Intelligent Systems and Soft Computing.