An improved PSO algorithm and its application in seismic wavelet extraction
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Abstract—The seismic wavelet estimation is finally a multi-dimension, multi-extreme and multi-parameter optimization problem. PSO is easy to fall into local optimum, which has simple concepts and fast convergence. This paper proposes an improved PSO with adaptive parameters and boundary constraints, in ensuring accuracy of the algorithm optimization and fast convergence. Simulation results show that the methods have good applicability and stability for seismic wavelet extraction.
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I. INTRODUCTION

Seismic wavelet extraction is the basis of seismic wavelet deconvolution, impedance inversion and the forward model [1]. It can be divided into deterministic and statistical wavelet extraction methods for seismic wavelet extraction. The former limits the scope of application for requirement of reflection coefficient. But the latter just needs to assume it. Lazear proposed the mix-phase wavelet extraction methods based on fourth-order cumulant [2], which fitted four moments of wavelet and fourth-order cumulant of seismic data. It owns a higher accuracy and numerical stability of wavelet extraction by full use of seismic data cumulant. However, due to the unknown model parameters, it is more difficult to determine the scope of the initial model parameters, seriously affecting the searching efficiency of optimization algorithms.

Therefore, this paper combines the fourth-order cumulant matching with parameters identification methods. Then the optimization algorithms are used to search the best solutions. PSO is the new nonlinear optimization algorithm based on swarm intelligence. It is easy to fall into the local optima, which owns simple concepts and few parameters. It is used for wavelet extraction by simulation based on fourth-order cumulant matching, combined with ARMA model.

II. ARMA MODEL OF SEISMIC WAVELET

Generally, the seismic trace \( y(n) \) is assumed to be a zero-mean stationary stochastic process, and is formulated as a convolution plus additive noise \( v(n) \), often represented by the well known convolution model[3]:

\[
y(n) = h(n) * r(n) + v(n) = \sum_{i=1}^{l_e} h(i)r(n-i) + v(n) \tag{1}
\]

Where \( h(n) \) is the seismic wavelet; \( l_e, l_{nc} \) denote the lengths of causal and non-causal parts of the wavelet respectively; \( r(n) \) calls as the reflection coefficient, which obeys the IID distribution; \( v(n) \) calls as the additive noise, independent of \( r(n) \).

The following assumptions can be described from the above model [4]:

(1) Generally, the reflection coefficient series \( r(n) \) are zero-means [5], IID non-Gaussian process. The variance \( \sigma_r^2 \) \( < \infty \) and at least \( k \)th order cumulant meets the condition \( |\kappa_k| < \infty \).

(2) \( v(n) \) is the environmental noise, which comes from instruments and the synthesis of multiple reflection noise signals. It is additive colored noise and a random process independent with, whose Gaussian components is much larger than the non-Gaussian parts.

(3) \( h(n) \) is the non-causal, mixed-phased seismic wavelet. The distortion of channel detector is characterized by its non-causal parts.

According to the real seismic wavelet which has limited amplitudes and length, the convolution model can be a finite non-zero part of the unite impulse response of ARMA model.

Expressed as follows:

\[
y(n) = x(n) + v(n) \tag{2}
\]

Where \( x(n) \) is a stationary stochastic process of ARMA model, whose input is reflection coefficient series. The ARMA model satisfies the following difference equation:
In the T-dimensional target searching space, there is a population of particles which represent N potential solutions of specific optimization problems. \( s = \{ x_1, x_2, \ldots, x_n \} \), \( x_i = \{ x_{i1}, x_{i2}, \ldots, x_{in} \} \), \( i = 1, 2, \ldots, n \) means a vector point of the ith particle in the T dimensional solution space. \( p_i = \{ p_{i1}, p_{i2}, \ldots, p_{in} \} \) means the optimal solution searched by the ith particle; \( p_g = \{ p_{g1}, p_{g2}, \ldots, p_{gn} \} \), \( g = 1, 2, \ldots, n \) means the optimal solution searched by all the particles; \( v_i = \{ v_{i1}, v_{i2}, \ldots, v_{in} \} \) means the searching speed of the ith particle. Every particle adjusts itself to find the optimal solution by tracking \( p_i \) and \( p_g \). When the two extremes [2] are found, the particle updates its velocity and position according to (1) and (2) [3].

IV. PARTICLE SWARM OPTIMIZATION

PSO (Particle Swarm Optimization) [6] is the new nonlinear optimization method, proposed by US Dr. Eberhart and Dr. Kennedy. It has simple concepts, few parameters and fast convergence speed. But algorithm accuracy has close relationships with parameters selection. Inappropriate parameter selection easily leads to divergent results and decreased accuracy [7][8].

Mathematical expression of PSO is as follows:

\[
\begin{align*}
    v_i(t+1) &= \omega \cdot v_i(t) + c_1 \cdot r_1 \cdot (p_i(t) - x_i(t)) + c_2 \cdot r_2 \cdot (p_g(t) - x_i(t)) \\
    x_i(t+1) &= x_i(t) + v_i(t+1)
\end{align*}
\]

\( \omega \) calls as the inertia weight, for speed control of next generation; \( c_1, c_2 \) call as the learning factors, which obey the uniform distribution within the range of \([0,1]\). \( t \) calls as the iterative number.

From view of physics, \( \omega \cdot g(t) \) calls as the memory item, for better ability to expand the searching space; \( c_1 \cdot r_1 \cdot (p_i(t) - x_i(t)) \) calls as the particle cognitive item, for the optimal solution from its own experience; \( c_2 \cdot r_2 \cdot (p_g(t) - x_i(t)) \) calls as the group cognitive item, reflecting collaboration and information sharing between particles[4], [5].

The defects of elementary particle swarm optimization algorithm are as follows:

(1) Accuracy of the algorithm has close relationships with parameter selections. Value of inertia weight is between 0.2 to 1.5, values of \( c_1, c_2 \) are both 2 in normal conditions.

(2) The parameters of the algorithm are constants regardless of the specific optimization models and their iterative processes.

Test and optimize the four standard benchmark functions, which are generally used to test and compare the performances of algorithms [7].

(1) Sphere function:

\[
f(x) = \sum_{i=1}^{30} x_i^2
\]
\[-100 \leq x_i \leq 100 \cdot \min(f(x)) = f(0, 0, \ldots, 0) = 0\]

(2) Generalized Griewank function:
\[
f(x) = \frac{1}{4000} \sum_{i=1}^{30} x_i^2 - \prod_{i=1}^{30} \left(\frac{x_i}{\sqrt{i}}\right) + 1 \quad (9)
\]

\[-600 \leq x_i \leq 600 \cdot \min(f(x)) = f(0, 0, \ldots, 0) = 0\]

(3) Generalized Rosenbrock function:
\[
f(x) = \sum_{i=1}^{30} \left[100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2\right] \quad (10)
\]

\[-30 \leq x_i \leq 30 \cdot \min(f(x)) = f(0, 0, \ldots, 0) = 0\]

(4) Generalized Rastrigin function:
\[
f(x) = \sum_{i=1}^{30} [x_i^2 - 10\cos(2\pi x_i) + 10]^2 \quad (11)
\]

\[-5.12 \leq x_i \leq 5.12 \cdot \min(f(x)) = f(0, 0, \ldots, 0) = 0\]

Sphere function is a nonlinear symmetric single-peak function; Griewank function is a rotated, variable-dimensional function which cannot be separated; Rosenbrock function is the typical pathological and quadratic function; Rastrigin function is a typical complex multi-peak function with large number of local optima.

Conclusion: As it is shown in Fig.1 to Fig 5, different values of $c_1, c_2$ correspond different optimization results. The algorithms performances closely relate to parameter selections. Appropriate parameters determine higher accuracy of the algorithm, whereas accuracy will be reduced.

IV. IMPROVED PSO

A. The core idea of improved PSO

For accuracy reduced of the algorithm because of improper parameter selections[8], this paper analyzes mathematical equation of elementary PSO. Inertia weight and learning factors increase or decrease linearly with the iterative process, so that the particles can search the entire space without falling into local optimum in the early period and find the global optimum in the end. Meanwhile, the improved PSO introduces differential mutation and random mutation, to increase the diversity of the particles group. At the end, this kind of PSO sets particle boundary constraints to ensure the effectiveness of solutions.

The improvements of PSO are as follows:

1. Inertia weight

From the mathematical expression of PSO, we can conclude that larger inertia ensures a more effective global search of particles, smaller inertia weight means a more efficient local search. According to this theory, Shi and Eberhart proposed a strategy which inertia weight linearly decreases with the increase number of iterations [8].

Expressed as follows:
\[
\omega = \omega_{\text{max}} - k \cdot (\omega_{\text{max}} - \omega_{\text{min}}) / \text{gen} \quad (12)
\]

$\omega_{\text{max}}$ calls as the maximum inertia weight, $\omega_{\text{min}}$ calls the minimum inertia, $\text{gen}$ calls the total number of iterations for the algorithm, $k$ calls the current number of iterations for the algorithm.
(2) Learning factors

\[ c_1, c_2 \] respectively represents the abilities of local extremes and global extremes search. Larger \( c_1 \) and smaller \( c_2 \) make the particles search extremes in the entire feasible space at early of the algorithm; Smaller \( c_1 \) and larger \( c_2 \) ensure the particles converge quickly to the global optimum value later.

Expressed as follows:

\[ c_1 = c_{1\text{start}} - k \left( c_{1\text{start}} - c_{1\text{end}} \right) / \text{gen} \]  
(13)

\[ c_2 = c_{2\text{start}} + k \left( c_{2\text{end}} - c_{2\text{start}} \right) / \text{gen} \]  
(14)

Where \( c_{1\text{start}}, c_{2\text{start}} \) call as the initial values for the learning factors, \( c_{1\text{end}}, c_{2\text{end}} \) call as the final values for the learning factors.

(3) Set the boundary constraints of particles.

When the position of the particle is beyond the given position, redefine the particle’s position using following formulas, to make sure that the particle is in the range of feasible solutions. At the same time, this redefinition ensures the diversity of new particles for undetermined boundary constraints. For papers published in translated journals, first give the English citation, then the original foreign-language citation [6].

B. Steps of improved PSO

Improve the elementary PSO and get the improved PSO flowchart (Fig. 6). The implementation steps are as follows:

Step 5: Update the position and velocity of the particle according to (1) and (2). \( c_1, c_2 \) change linearly with the increase of iteration, which are no longer constants. Expressed as (8) and (9);

Step 6: Introduce the differential mutation, expressed as (10) after determining the particle’s best optimal position. Compare the particle mutated and those of before mutation. If better, replace \( x \) to \( x^v \). Or keep still;

Step 7: Introduction of the random mutation. This occurs on each particle with the probability \( p = 1/T \).

Step 8: If the particle’s position is beyond the given boundary, redefine the position of the particle based on (11) and (12);

Step 9: End the iteration when the PSO reaches its conditions (maximum number of loops or the requirement of accuracy of algorithm). Or transfer to step 2;

The improved PSO algorithm is used in standard test functions (Sphere, Griewank, Rosenbrock, Rastrigin). The optimization results are shown in Tab. 1 and Fig. 7 to Fig 10.

C. The core idea of improved PSO

The performances of algorithms are evaluated using the following standards: (1) Evaluation of convergence rates (2) Evaluation of stability and quality of convergence.

(1) Evaluation of convergence rate

The convergence rates of algorithms can be reflected by test of average evolution generations. The average iterative number of elementary PSO is from 18 to 30 because of the advantage of “memory”. However, improved PSO owns more iterative numbers for the increase of calculation.

(2) Evaluation of stability and quality of convergence.

The indicators of evaluation are the average value which converges to optimal value and the average evolution generation. It is shown that the elementary PSO has poor local searching ability, low convergence rate and max error between the global optimal values. It can be seen that improved PSO improves the accuracy of the algorithm and stability of the global optimal value in Fig 7 to Fig 10.

V. STEPS OF SEIMIC WAVELET ESTIMATION

According to the objective function of seismic wavelet extraction and the improved PSO, the implementation steps can be summarized as follows:

Step 1: Data Generation: Synthesize the seismic data records by use of estimated ARMA wavelet model and random sequence which meet the assumption of reflection coefficient.

Step 2: Pre-parameter Estimation: Determine the order \( p, q \) of the estimated model and AR, MA parameters according to the above model identification methods.

Step 3: Determination of parameters search space: Based on the parameter estimates, determine the accurate searching range of model parameters.

Step 4: Fitting Optimization: In the searching space, find the optimal solution by using the improved PSO to estimate parameters of cumulants objective function.

Step 5: Analysis of Evaluation function: Calculate the evaluation function value; continue when it has a significant increase or decrease. Or go to step 7.

Step 6: Order Disturbance: According to the fitting errors, adjust the threshold of above method in order to generate a new set of \( p, q \); or go to step 3.
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Step 7: End: Call the \( p, q \) before disturbance and precise model parameters as the optimal solution.

<table>
<thead>
<tr>
<th>Test functions</th>
<th>Algorithm</th>
<th>Iterative numbers</th>
<th>Optimal results</th>
<th>Optimal solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>Elementary PSO</td>
<td>18</td>
<td>0.8052</td>
<td>0.2003</td>
</tr>
<tr>
<td></td>
<td>Improved PSO</td>
<td>75</td>
<td>5.5412×10(^{-10})</td>
<td>1×10(^{-6})</td>
</tr>
<tr>
<td>Griewank</td>
<td>Elementary PSO</td>
<td>13</td>
<td>0.0931</td>
<td>0.1005</td>
</tr>
<tr>
<td></td>
<td>Improved PSO</td>
<td>76</td>
<td>4.6103×10(^{-11})</td>
<td>6×10(^{-6})</td>
</tr>
<tr>
<td>Rosenbrook</td>
<td>Elementary PSO</td>
<td>25</td>
<td>1.1005</td>
<td>0.4201</td>
</tr>
<tr>
<td></td>
<td>Improved PSO</td>
<td>45</td>
<td>5.0001</td>
<td>0.0793</td>
</tr>
<tr>
<td>Rastrigin</td>
<td>Elementary PSO</td>
<td>30</td>
<td>0.7643</td>
<td>0.1965</td>
</tr>
<tr>
<td></td>
<td>Improved PSO</td>
<td>67</td>
<td>7.0703×10(^{-3})</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

V. STEPS OF SEIMIC WAVELET ESTIMATION

Actual seismic wavelet is no causal, but the non-causal part is unknown and little by the introduction of detector and seismic records. It may cause further distortion of seismic wavelet if we artificially determine the non-causal components. So it is necessary to do in-depth study for causal seismic wavelet [9].

This paper will verify the effectiveness and practicality of this method by use of the synthetic seismic records. The coefficient series are independent and identically distributed (IID) random processes, which obey the Bernouli distribution;

The seismic wavelet is case and mixed-phased, its differential equation of ARMA model can be expressed as follows:

\[
x(t) - 16x(t-1) + 0.8x(t-2) = r(t) - 0.8r(t-1) - 12r(t-2)
\]

(15)

The zero-pole distribution of seismic wavelet ARMA model is shown in Figure 1. All the poles are in the unit circle, which proves wavelet is causal according to the wavelet classification standard; Similarly, one zero is in the unit circle while the other one is not, which proves that wavelet is mixed-phased. So the wavelet is causal and mixed phase. (wavelet waveform is shown in Figure 2). Noise in seismic records generally assumes to be Gaussian colored noise. If the seismic is expressed as \( y(t) = s(t) + v(t) \), \( s(t) \) calls as the significant wave, \( v(t) \) calls as the noise. The noise-signal ration can be defined as follows[10]:

\[
NSR = \frac{\sum v^2(t)}{\sum s^2(t)}
\]

(16)

Noise-signal ratio in the frequency domain is defined as:

\[
NSR = \frac{1}{2\pi} \int_{-\pi}^{\pi} A_v^2(w)dw = \frac{1}{2\pi} \int_{-\pi}^{\pi} R_v^2(w)dw
\]

(17)

\[
A_v^2(w), A_s^2(w)
\]

are respectively the amplitude spectra of noise and effective wavelet; \( R_v^2(w), R_s^2(w) \) is respectively the power spectra of noise and effective wavelet. In the paper, formula (17) is applied.

A. Influence of data length for ARMA model parameters estimation

In the noise-signal ratio of 30%, the synthetic seismic records are generated with the length of 20000ms, 10000ms, 5000ms and 2000ms. The wavelet extraction results are as follows according to the above method:

Known as table 1 and figure 3, AR and MA parameters can get better estimates in long data case, which also meets the standard of \( E(\theta) \leq 4 \). But there is a certain bias between the estimated value and the actual value in case of short data (5000ms, 2000ms). However, the wavelet waveforms have good continuity in different data length.
B. Influence of noise for ARMA model parameters estimation

The synthetic seismic wavelets are generated with the length of 20000ms. For the study of the environmental noise impact, the seismic records are added with Gaussian colored noise with different noise-signal ratio as 10%, 30%, 50%, and 100%. Then the model parameters are estimated using the above method.

As it is shown in Table 2 and Figure 4, there is a slight increase in the parameters estimation errors with the noise increase. However, even the noise signal ratio is 1%, the model parameters estimation still get good results. It is verified that the method used has good anti-noise tolerance for application in noise environment.

VI. CONCLUSIONS

In this paper, an improved PSO algorithm is proposed for the deficiencies of elementary PSO.

(1) The improved PSO has its superiority. The results of four standard test functions show more accurate performances of improved PSO.

(2) PSO is a new evolutionary algorithm based on swarm intelligence [7]. But unlike the in-depth research of genetic algorithms and simulated annealing algorithms, there are many issues to solve. For example, there must be strict theoretical proof about convergence and global optimality of PSO. Another focus will be how to combine PSO and other evolutionary algorithms, and establish the appropriate PSO model for different optimization problems.

(3) The use of optimization methods. Assuming that the seismic wavelet is causal and mixed-phased, simulation results show that the accurate model parameters can be estimated in different data length and appropriate noise environment based on SVD (singular value decomposition) method, Zhang algorithm, SVD-TLS, cumulant fitting method and the improved PSO algorithm.

(4) The convergence stability and quality of the algorithm are improved using the improved PSO. However, the iteration number is a little high as 80 or 100. Therefore, how to ensure the accuracy of seismic wavelet extraction and improve the optimization efficiency of PSO will be the focus for future research.

(5) The next target is for non-causal and mixed-phased wavelet and seismic records optimization using the improved PSO. Then the optimal results can be compared with other optimization algorithms such as genetic algorithm.
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<table>
<thead>
<tr>
<th>Parameters</th>
<th>Data Length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20000ms</td>
</tr>
<tr>
<td>a(1)</td>
<td>-1.6</td>
</tr>
<tr>
<td>a(2)</td>
<td>0.8</td>
</tr>
<tr>
<td>b(1)</td>
<td>-0.8</td>
</tr>
<tr>
<td>b(2)</td>
<td>-1.2</td>
</tr>
</tbody>
</table>

$E(\theta)$

2.9847

3.3457

4.0075

13.8734

Tab.1 Seismic wavelet parameters estimation with different lengths

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Noise signal Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>a(1)</td>
<td>-1.6</td>
</tr>
<tr>
<td>a(2)</td>
<td>0.8</td>
</tr>
<tr>
<td>b(1)</td>
<td>-0.8</td>
</tr>
<tr>
<td>b(2)</td>
<td>-1.2</td>
</tr>
</tbody>
</table>

$E(\theta)$

4.9876

4.9985

5.0025

5.0034

Tab.2 Seismic wavelet parameters estimation with different colored Gaussian noise