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Abstract: Language is the main means of communication used by human. In various situations, the same word can 
mean differently based on the usage of the word in a particular sentence which is challenging for a computer to 
understand as level of human.  Word Sense Disambiguation (WSD), which aims to identify correct sense of a given 
ambiguity word, is a long-standing problem in natural language processing (NLP). As the major aim of WSD is to 
accurately understand the sense of a word in particular context, can be used for the correct labeling of words in natural 
language applications. In this paper, I propose a normalized statistical algorithm that performs the task of WSD for 
Afaan Oromo language despite morphological analysis The propose algorithm has the power to discriminate ambiguous 
word’s sense without windows size consideration, without predefined rule and without utilize annotated dataset for 
training which minimize a challenge of under resource languages. The proposed system tested on 249 sentences with 
precision, recall, and F-measure. The overall effectiveness of the system is 80.76% in F-measure, which implies that the 
proposed system is promising on Afaan Oromo that is one of under resource languages spoken in East Africa. The 
algorithm can be extended for semantic text similarity without modification or with a bit modification. Furthermore, the 
forwarded direction can improve the performance of the proposed algorithm. 
 
Index Terms: Afaan Oromo, Word Sense Disambiguation, Normalized Statistical Algorithm, Unsupervised Approach, 
Sense Cluster Algorithm. 
 

1.  Introduction 

In human language, often a word is used in many ways. In various situations, the same word can mean differently 
based on the usage of the word in a particular sentence. The usage of words defines a lot about their meaning. But the 
problem lies that, in NLP, while dealing with text data, we need some way to interpret the same words with different 
meanings. Furthermore, words cannot be divided into discrete meanings. Words often have related meanings or 
unrelated multiple meanings and this causes a lot of problems in NLP applications. 

Word Sense Disambiguation is a field of NLP that aims at determining the correct sense of an ambiguous word in 
a particular context [1, 2, 3]. Interpreting a target word in a given situation is very important for NLP because of the 
word ambiguity and richness of human languages [4]. As the major aim of WSD is to accurately understand a sense of a 
word in particular usage, it can be used for the correct labeling of words.  

WSD acts as an intermediate phase in numerous NLP applications like Information Retrieval (IR), Machine 
Translation, Speech Processing, Parts-of-Speech tagging, and Hypertext navigation [3]. WSD can be used in 
Information Extraction and Text Mining tasks. Additionally, WSD is used in machine translation to give contextual 
meaning source language [5], in IR system it is used to execute queries in the query context, also to determine 
contextual documents relevancy. Disambiguation is the most challenging task at all levels of a natural languages, 
especially for under resource languages the challenge is desperate.  

Afaan Oromo is one of under resource languages used by the largest ethnic group in Ethiopia, which amounts to 
 50% of the Ethiopian population [6, 7, 8].  With regards to the Afaan Oromo writing system, Qubee (a Latin-based 
script) has been adopted and became the official script since 1991 [8, 9, 10], which is about three decades ages.  Afaan 
Oromo consists of 33 basic letters, grouping into three groups named consonants, vowels, and paired consonant letters 
(such as ‘dh’, ‘ch’, etc.) and the letters in each group are 24, 5, and 7 respectively [2]. 

In Afaan Oromo, like in English languages, all letters are characterized as capital and small. Blank space shows a 
boundary of a word. Additionally, parenthesis, quotes, and brackets are used to show a word’s boundary. Sentence 
boundary punctuations are a period (.), a question mark (?), or an exclamation mark (!) [11]. Punctuation marks are used 
in the same way and for the same purpose as used in English languages; except an apostrophe mark (’). An apostrophe 
in English shows possession but in Afaan Oromo known as “hudhaa” which is part of a word. It plays an important role 
in the language reading and writing system [2]. 
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In human language a word can be interpreted in more than one way depending on different contexts. However, for 
a computer it is challenging to recognize as level of human. Many efforts have been made to solve the WSD problem 
for Afaan Oromo. For under-resource language like Afaan Oromo an unsupervised approach is recommended. However, 
there is no common agreement on context window sizes that used with unsupervised method. Consequently, it needs 
additional research aims at possible concern of handling all context modifiers without window sizes limitation. From 
this viewpoint, the author motivated to minimize the gap of window sizes consideration in unsupervised learning for 
Afaan Oromo text based applications. 

Unavailability of a resources and the complexity of the language also the richness of the morphology are the main 
challenges for Afaan Oromo language processing [12, 13]. In Afaan Oromo, the sense of words is based on the words 
preceded by the word (modifies) [6, 7]. The modifiers and contextual information were the basis of the linguistic 
properties of Afaan Oromo word sense. Ambiguity can occur at several levels of the language such as lexical, semantic, 
syntactic, and pragmatic, etc. [14]. 

On the target language an unsupervised approach is obtained encouraging performance and also rule-base with 
unsupervised approach is outperformed. On the other hand, the author faced a noteworthy challenge because Afaan 
Oromo has a resource lack. So, to cope with the challenge, an alternate solution propose that relies on unsupervised 
sense disambiguation. 

The ultimate aim of this paper is developing a normalized statistical algorithm that relies on an unsupervised 
approach without any specific windows size to perform the task of WSD for Afaan Oromo language. Additionally, a 
language exhibiting similar patterns with Afaan Oromo can adapt the algorithm. Specifically, it increases the 
methodology of the WSD research. The proposed algorithm can be extended for semantic text similarity without 
modification or with a bit modification. Furthermore, it has been pointed out how NLP plays a significant role in 
enhancing the computer's capability to process word senses. 

In this work, to get the semantic clues of a particular sense of the ambiguous word, the proposed algorithm will be 
applied upon a dataset described in section dataset development. The algorithm starts by detecting ambiguous words, 
analyzes contextual information and linguistic properties of word sense. Next, coupling every word with an ambiguous 
word found in a sentence with their weights (that is proximity degree to ambiguous word), then pair a word with 
proximity degree grouped into a sense-specific cluster. The coupled words provide information about ambiguous words 
and their identification degree per sense that is the last step in a training phase. 

The first task of the algorithm is text preprocessing (like distinguishing statements boundary, tokenization, and 
eliminating punctuations). Next, search for an ambiguous word in the given text (sentence), generating and calculating 
word co-occurrence degree per sentence. Then, recursively search each pair word of the sentence whether available in a 
sense cluster, if found it calculates weighted context overlap from respective sense cluster. The calculation is continue 
up to the end of the sentence for the respective ambiguous word and with a concerned cluster. Once context overlap 
calculation is completed, the summation of all overlapped pair yield is computed and the cluster scores greatest 
summation result is nominated and used to tag the sense of the ambiguous word. The input to the WSD system is an 
Afaan Oromo text and the output from the system is a text in which the ambiguous word is tagged with its predicted 
sense. 

2.  Related Work 

Human beings are pretty apt in determining the perfect sense of the word, but for machines that is a very hard 
challenge. The research on automatic disambiguation of ambiguous word sense has been a critical concern since its 
emergence due to its extensive applications. WSD is a necessary intermediate task at many levels to accomplish most 
NLP tasks. It is essential in many language understanding applications, particularly in human-machine communication. 
As a result, several systems were proposed and validated on standard datasets that are specialized in WSD evaluation 
[15-7]. In this section several WSD researches have been reviewed about an approaches, state-of-the-art work from 
resource rich languages, and all available works of the Afaan Oromo WSD. 

In WSD history, a lot of algorithms have been proposed under the category of knowledge-based (KB), supervised, 
and unsupervised approaches. KB approaches incorporate systems that rely on linguistic information sources like 
dictionaries, Wordnet, thesauri, and hand-crafted rule bases. Supervised approaches incorporate systems that rely on 
annotated corpora to learn from. Unsupervised methods learn from unannotated corpora. 

KB methods to WSD such as Walker’s algorithm, Lesks algorithm, and random walk algorithm do a machine-
readable dictionary lookup. One of the earliest KB algorithms is Lesk algorithm, which computes the word overlap 
between the target word’s context and possible senses’ definition. Word collocations are important in determining 
ambiguous meaning. A statistical decision for lexical ambiguity based on decision lists is discussed in [16]. Recently, a 
multi-languages KB approach was proposed named SENSEMBERT as discussed in [17]. SENSEMBERT proved to be 
effective both in the English and multilingual WSD tasks. The SENSEMBERT used the lexical-semantic information in 
BabelNet, and Wikipedia, to overcome the burden of producing manually-tagged corpora. In the neural network era, 
SENSEMBERT outperformed the state of the art in all the tested languages than most of the supervised [17]. 

Supervised methods exist ranging from purely supervised [18, 19] to knowledge-based [20], to hybrid supervised 
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and KB approaches [21, 22, 23, 24, 25, 26]. In general, the supervised WSD approach concerns purely data-driven 
models [18], supervised models exploiting glosses (human-readable way of clarifying sense distinctions) [21], 
supervised models exploiting relations in a knowledge graph such as WordNet hyponymy and hypernymy relations [27], 
and supervised approaches using other sources of knowledge like Wikipedia and Web search [26].  In recent years, 
more supervised systems are proposed to cope with WSD tasks. “It makes sense” is a system that employs SVM to 
disambiguate words in context [15]. The best supervises approaches rely on neural networks [28]. 

Supervised systems have some disadvantages such as scarcity, availability of standard corpora, etc. The supervised 
WSD approaches have yielded better results as compared to the unsupervised WSD approaches [29]. KB and 
unsupervised methods are used to improve the system performance [30]. A supervised system was the most successful 
approach to WSD across all English datasets [31, 32, 27]. In recent years, the approaches surpassed by SENSEMBERT 
KB approach [26].  

Unsupervised WSD and KB WSD are evolving as a great option to resolve the challenges of supervised systems. A 
supervised approach needs a huge annotated corpora. As a result, for less resource language annotated corpora may not 
available. In this case, the solution is in the hand of unsupervised methods. It combines the advantages of supervised 
and KB approaches. As with the supervised approach, it gathers information from the corpus and does not need a tagged 
corpus [29].  

Unsupervised Methods pose the greatest challenge to researchers and NLP professionals. The unsupervised WSD 
approach does not require annotated corpus. These techniques identify the sense of the ambiguous word from the 
neighboring words, called context. A key assumption of these models is that similar meanings and senses occur in a 
similar context. They are not dependent on manual efforts, hence can overcome the knowledge acquisition deadlock. 
Prepares the clusters of the word occurrences in the input text and then induces senses of a new occurring word into the 
proper cluster [33]. An unlabeled dataset is required to be trained before applying them to ambiguous words [34]. 

Unsupervised learning identifies patterns in a large sample of data, without the benefit of any manually labeled 
examples or external knowledge sources. These patterns are used to divide the data into clusters, where each member of 
a cluster has more in common with the other members of its cluster than any other. The different methods of this 
approach are context clustering, word clustering, and co-occurrence graphs beside k-means clustering in case of 
different and huge dataset availability [33]. The two well-known unsupervised methodologies are clustering and 
association rules which are utilized for word ambiguity [35]. The major shortcomings of the unsupervised approach are 
they do not rely on any shared resources like dictionaries for word senses.  

On other hand a few researches made on WSD of Afaan Oromo language. In [36] a supervised approach is 
applied a Naïve Baye’s theory to disambiguate 5 ambiguous words in the Afaan Oromo language. The work has trained 
and tested on 1116 sentences and 124 sentences respectively. The author concluded that ±4 (right and left side) of either 
ambiguous word window size is sufficient for sense disambiguation in Afaan Oromo. 

In other work, a rule-based research has been conducted to solve the problem of WSD for Afaan Oromo. The work 
was focused on 15 ambiguous words, due to under the resource of the language [3]. Similarly, Shibiru [37] conducted 
knowledge base WSD research using a window size of ±1to ±5 to the left and the right side of the ambiguous word. 
Based on Afaan Oromo Wordnet with morphological analyzer and without morphological analyzer. Besides that, he 
recommended an optimal windows size for Afaan Oromo WSD. The experimental evaluation performed on 50 
sentences shows that a ±3 windows size on either side of the ambiguous word with morphological analysis is ample for 
Afaan Oromo WSD [37]. 

In contrast, Yehuwalashet [38] modeled a hybrid approach that relies on a rule-based and an unsupervised machine 
learn from a corpus to solve the challenge of WSD. The context of the ambiguous word is determined via the 
constructed vector representations matrix from word co-occurrences and an extracted modifiers of the ambiguous word 
using rules. As a result, the cosine similarity was computed based on the angle between vectors of the contexts. She 
evaluated 20 ambiguous words with the same window size, and clustering algorithms such as EM, K-Means, Complete 
link, Single link, and Average Link. Finally, she concluded that window sizes ±1 and ±2 perform a better result with 
EM and K-means algorithms. The best accuracy is achieved by EM. 

Furthermore, [7] was utilized the hybrid machine learning approach, in which an unsupervised machine learns with 
the help of a handcrafted rule approach to cluster the contexts and also, to extract the modifiers of the ambiguous word. 
The words that occur in similar contexts tend to have similar senses. The senses and contexts can be captured in terms 
of the frequency, co-occurrence neighborhood.  The author used the same algorithms and the finding found in both 
papers show that using the window size of ±2 words on either side of the target word computed using cosine similarity 
offered better accuracy via the EM algorithm [7]. 

From the mentioned related works of low-resource languages gap is found as shown on context window size. 
Indeed, all of the researchers utilized different datasets, different numbers of the ambiguous word. In Afaan Oromo, 
author [38] concluded that window sizes ±1 and ±2 perform better in general and window size ±1 is in particular. 
Author [7] recommended window sizes ±2 for Afaan Oromo. The third finding shows that ±3 context window size is 
enough for WSD in Afaan Oromo. The author of [36], recommend that ±4 window sizes of target word offered better 
accuracy.  

In general, there is no common agreement on context window sizes to determine a sense of a target word. 
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Consequently, it needs additional experimentation aims possible concern of handling all context modifiers without 
window sizes limitation. From this viewpoint, I attempt to develop an algorithm that minimizes the gap of window sizes 
consideration in unsupervised learning. 

They are two classifications of WSD tasks: the first one is lexical sample WSD focuses on disambiguating only 
some particular target words and another one is all-word WSD that conducts disambiguating every word in a document 
[7].  This paper focuses on lexical sample WSD.  

3.  Methodology 

This section presents the main proposals regarding dataset development, preprocessing, architecture of the system, 
employment of ambiguous word identification, word co-occurrence generation, sense clustering algorithm, and sense 
disambiguation algorithm.  

3.1.  Dataset development 

A standard annotated corpus is not available for Afaan Oromo. To prepare a balanced corpus the researcher 
collected a generic news article from 3 news websites (BBC Afaan Oromo, VOA Afaan Oromo, and Fana Afaan 
Oromo) regarding a target ambiguous word. After collecting a considerable amount of data, further edited manually by 
removing those sentences which do not have ambiguous words. Furthermore, there are no repetitive sentences to 
improve corpus quality. For testing purposes, 20 sentences having no ambiguous words were added to the test dataset. 
The prepared dataset consists of 727 sentences to evaluate 20 Afaan Oromo ambiguous words. For training 498 
sentences are used. The remaining 249 sentences, where 20 of the sentences are having no ambiguous words were used 
for testing purpose. 
 

 
Fig.1. System Architecture 

The proposed algorithms for this WSD purpose formulated in equations 1 to 4 are part of the above system 
architecture. As Fig.1 shows Afaan Oromo Documents represent a sense specific text used for the training purpose. 
Afaan Oromo text is any given sentences for the sake of testing the system. The next task is preprocessing all 
text/documents. Then a target words is identified before co-occurrence of target words with any other words in the 
current sentence generated. If it’s on training dataset it stored on sense cluster for later usage, however if it is testing 
data it utilize a co-occurrence degree and disambiguate according to the algorithm. The detail of the system architecture 
shown on Fig.1 will be presented in the following sub-sections step by step and in detail  

3.2.  Preprocessing 

For the training and testing dataset, elementary preprocessing like parsing text into sentences and tokenization are 
performed. Tokenization is a process of word identification based on the boundaries of a token. Tokenization is a 
language-dependent in Afaan Oromo word demarcation performed splitting text on space. After splitting via blank 
space, punctuation marks that appended at end of token removed similar to that of English which include the semicolon 
(;), comma (,), full stop (.), question mark (?) and exclamation mark (!). However, a period for abbreviation and decimal 



Normalized Statistical Algorithm for Afaan Oromo Word Sense Disambiguation 

44                                                                                                                                                                       Volume 13 (2021), Issue 6 

number as well as hyphen (-), and also apostrophe (’) known as “hudhaa” which is considered as part of a word not 
removed if and only if it is written either between alphabet or between number.  In Afan Oromo text hudhaa is 
frequently occurred to specify missed consonants in words. If this character is not considered a part of the word, a 
single word will be split into (three) tokens with no context. In Afaan Oromo, the word o'clock or hour is sa'aa. 

3.3.  Ambiguous Word Identification  

In order to perform the word disambiguation task, the first step is detecting the ambiguous word from the given 
text that is employed by checking each word of the sentence in ambiguous word vocabulary. The vocabulary consists 
the ambiguous word mentioned in section of dataset development. If ambiguous word is found in the sentence (training 
and/or test dataset), for the detected ambiguous word, all words in the given sentence partake in the sense 
disambiguation phase. 

3.4.  Generating word co-occurrence 

In [7] the authors finding shows that smaller window sizes usually lead to better accuracy than bigger window 
sizes. Thus, from this viewpoint I attempt to develop an algorithm that minimize the gap of window size consideration 
in unsupervised learning.  

Once the ambiguous word is identified, generating word co-occurrence consider the distance of ambiguous word 
wa from any other words wj where wj become w1, w2, w3,... wn. The distance calculates the difference in an index 
(position) of pair words in the given text in the form of 𝑤𝑤𝑤𝑤index−𝑤𝑤𝑤𝑤index. The weighted distance calculated as equation 
1. Let, take one Afaan Oromo text “Gaazexeessichi sodaa nageenyaatiifan biyyaa bahe jedhe”. In this text bahe is an 
ambiguous word. We stand on this position to calculate co-occurrence proximity that simulate as (bahe, 
Gaazexeessichi)4, (bahe, sodaa)3, (bahe, nageenyaatiifan)2, (bahe, biyyaa)1,  (bahe, jedhe)1. The superscript number is 
show the actual difference in position of words from ambiguous word wa. The next equation minimize thus gaps. 
 

 
Fig.2. Word co-occurrence proximity sample 
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The result from the above equation (1) for pair words are negative where the actual distance words from 

ambiguous word bahe is 1, 2, 3, and 4 the weighted distance become -1.280, -1.973,  -2.379, and -2.667 respectively. In 
contrast, ambiguous word with itself (bahe with bahe) is excluded in this equation. All of the results are negative 
numbers that need changing to positive and weighted co-occurrence of pair word (wa and wi) is computed by the next 
equation 2. 

 
( , ) (2.78* *2.7 )distpair wa wi abs dist=                                                           (2) 

 
Where abs is absolute value change any negative number into positive. The equation calculates the closeness of each 
word in pairs, at every co-occurrence in all sentences. The probability of word co-occurrence is calculated by equation 2, 
which is used to determine the most frequently and nearly occurred words in a sentence that determine the sense of 
words according to the context. Even in the same senses, the distance of words wa and wi are not similarly distributed 
across the sentences. In equation 2, the maximum and minimum result is 1 and 0 respectively for each pair. Fig.2 shows 
that the distance between an ambiguous word bahe and any other words represented by 1, 2, 3, and 4 normalized into 
0.99, 0.77, 0.62, and 0.52 respectively by the equation. 

3.5.  Clustering similar sense words 

In the training corpus, similar sense sentences are gathered together to generate sense-specific word co-occurrence 
with their pair frequency. To disambiguate word sense it needs word co-occurrence statistics information for each sense 
of the word that computed according to equation 3. The equation focuses on pair of words in the sentence that makes 
sense specific. 
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Where, ∑ is the summation of pair word (𝑤𝑤𝑤𝑤  and  𝑤𝑤𝑤𝑤 ) co-occurrence. 𝑓𝑓𝑓𝑓(𝑤𝑤𝑤𝑤,𝑤𝑤𝑤𝑤)  is the frequency of pair word 
occurrence in the sense-specific dataset, used to takes its average. The minimum threshold (0.278) is taken in order to 
minimize noise that happens in the sense prediction phase. All words greater than the given threshold are grouped per 
sense to discriminate a word’s sense and stored for later sense disambiguation purposes. This is done on a training 
dataset for each ambiguous word. The cluster is prepared and store for later sense lookup.  
 
Algorithm for sense clustering  

Starts by reading a folder that contains a subfolder. 
 Read a subfolder that contains the list of files  
  Read a file 
   Read a list of sentence and tokenize it 
   Computes co-occurrence of 𝑤𝑤𝑤𝑤 and 𝑤𝑤𝑤𝑤 via equation 2 
  Calculate via equation 3 
  Write to file and move to next sense file 
  Move to the next subfolder 
End of sense clustering algorithm 

 
The requirement for sense clustering algorithm is described in this section. Firstly, the researcher creates a folder 

for training data. Then 20 subfolders were created and named by each ambiguous word in every subfolder, a file has 
been created for each sense of the by the name of respective ambiguous words. In each file there are many sentences of 
a single sense, every sentence starts on a new line. 
3.6.  Sense Disambiguation 

The user inputs Afaan Oromo text into the system. Text preprocessing starts by segmenting the given text into a 
sentence then tokenize it. Starts searching for ambiguous word availability in the sentence from ambiguous word list 
discussed in section dataset development. If an ambiguous word is not found in the sentence, move to the next sentence 
and lookup in the same way until the end of the text. If the sentence has an ambiguous word, weighted word co-
occurrence with ambiguous word computed for every word in the given sentence according to equation 3. 

Unlike, equation 3 the computation is considered co-occurrence frequency per the sentence only. Once pair word 
co-occurrence degree is computed, two different weightings considered 0.3 for the sentence and 0.7 for a sense cluster 
dataset. Each pair word occurrence degree in the given sentences is multiplied by 0.3 to reduce the noise of ambiguity. 
Similarly, for the available pair word per sense specific dataset, their co-occurrence value is multiplied by 0.7 to 
maximize words sense dependency which is computed as equation 4.  

 
( )( , ) ( , )0.3 0.7wa j j wa wi wa wiSense Sent Sent SenseCluster= +∑                                          (4) 

 
Where 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑤𝑤𝑤𝑤  is a sense of ambiguous words (𝑤𝑤𝑎𝑎)   in the sentence (𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑗𝑗 ) where, 𝑤𝑤𝑤𝑤  is a list of words 
(𝑤𝑤1,𝑤𝑤2,𝑤𝑤3 …𝑤𝑤𝑤𝑤), in the given sentence. The first task is computing co-occurrence of ambiguous word 𝑤𝑤𝑤𝑤 with all 
other words 𝑤𝑤𝑤𝑤 in the current sentence 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑗𝑗 that multiplied by 0.3 as denoted 0.3𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑗𝑗(𝑤𝑤𝑤𝑤,𝑤𝑤𝑤𝑤)

 each pair at a time. The 
next task is 0.7𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑤𝑤𝑤𝑤,𝑤𝑤𝑤𝑤) which is taking the co-occurrence degree of ambiguous word 𝑤𝑤𝑎𝑎 with 𝑤𝑤𝑖𝑖 from sense 
clustered dataset and multiplied by 0.7. This weighting was taken after many experimentations conducted and the 
detailed description present under section result and discussion. Finally, the ∑ (summation) computes all pair words in 
the given sentence with each respective clustered sense. The maximum summation yield determines the sense of an 
ambiguous word in the given sentence. 
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Algorithm for Sense Disambiguation 

Read a list of text split into a list of sentences. 
 If the sentence contains ambiguous word tokenize it 
  Take ambiguous word position 
   Generate pair word (of the sentence) 
    Take each pair one by one 
     f1Computes pair word co-occurrence & multiply by 0.3 
     f2Take pair  co-occurrence degree from dataset(di) & multiply by 0.7 
     sum=f1+f2 
     di+=sum 
  Take the greatest summation of di 
  Determine the target word sense 
 Else move to the next sentence 
End of sense identification algorithms 

4.  Experiment and Discussion 

This section presents the result and discussion of the implementation.  An experiment has been conducted on 20 
ambiguous words listed under dataset development that are to be distinguished. During this experiment, the researcher 
tries to evaluate the performance of the algorithm. The dataset of 727 Afaan Oromo sentences are divided into a training 
dataset (498) and a testing dataset (229). In addition, 20 sentences having no ambiguous words are added and a total of 
249 sentences are used for the system performance test 

Finally, the algorithm is implemented as Fig.2 in the way that free text is given from the user. The system 
preprocesses a text, then search for an ambiguous word, if available it generates word co-occurrence. Next, the 
algorithm computes according to equation 4, after that gives sense tagged output.  

Fig.2 shows a sample sentence as Gaazexeessichi sodaa nageenyaatiifan biyyaa bahe jedhe. After WSD done the 
final output tagged with a predicted sense. 

Gaazexeessichi sodaa nageenyaatiifan biyyaa bahe <<deeme>> jedhe. 
For instance term bahe is a target ambiguous word and that is contextually to mean left. Generally the sentence 

translated into the journalist said “I left a country for a safety threat”. 
 

 
Fig.2. Sample of Afaan Oromo WSD 

Initially, the pre-test has been conducted iteratively to increase the performance. The errors encountered during the 
pre-test have been corrected and the experiment has been done iteratively until the result is found to be satisfactory. 

Next, to evaluate the result of the proposed system, I manually separate the testing set then put it on a hashmap1 by 
means of sentences as key and the respective sense as value. During the actual experiment, the system read the test 
dataset that is untagged free text then compute and give the predicted sense. It automatically compare the result with the 
manually tagged test set from the hashmap.  Finally, the actual test was performed on 249 Afaan Oromo sentences. The 
result on the test data set was obtained by comparing the result returned by the system with the corresponding test set 
which was manually tagged. 

4.1.  Experiment 

The experiment focuses on how WSD utilize all words in a sentence to disambiguate a target word. The 
experiment is conducted to identify the best normalized value for both training and testing dataset concerning the used 

 
1 one of java collection type 
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approach. Many experiments have been conducted at different levels on various values of word co-occurrence 
normalization that tested by incrementing and decrementing 0.1 value consistently on their difference. The 
normalization was tried by giving various weight values for word co-occurrence in the sense-specific cluster and a 
given sentence (test data). The summary of 11 experiment results on the test data has shown in Table 1. 

As shown in Table 1 there are 2-word co-occurrence values represented by x, and y for sense cluster, and a given 
text (sentence) of pair word respectively. The weight has been given to both sense cluster and test sentences as shown in 
Table 1. As well as the last experiment conducted without any weight that gives satisfactory F-measure. 

Exp1 shows word co-occurrence from sense cluster is given least weight where co-occurrence in test sentence 
given is the highest weight which leads to lowest disambiguation power. From Exp1, to Exp8 the weight of the sense 
cluster was increased almost consistently in contrast, the weight of the test sentence decreased accordingly which leads 
the F-measure to slightly enhanced from 73.33% (on Exp1) to 80.76% (on Exp8).  Exp8 conducted the same as 
equation 4 and improves 7.43% as a result of applicable weighting used. Exp3 and Exp4 gave 76.19% and 77.14% 
respectively there is 0.95% enhanced due to test sentence weight decreased. 

Table 1. Experimental results of word co-occurrence 

 Sense Cluster Test sentence F-measure 
Exp1 0.1x 0.9y 73.33% 
Exp2 0.2x 0.8y 74.29% 
Exp3 0.3x 0.7y 76.19% 
Exp4 0.3x 0.6y 77.14% 
Exp5 0.4x 0.6y 77.59% 
Exp6 0.5x 0.5y 78.09% 
Exp7 0.6x 0.4y 79.05% 
Exp8 0.7x 0.3y 80.76% 
Exp9 0.8x 0.2y 79.05% 
Exp10 0.9x 0.1y 79.05% 
Exp11 X y 78.09% 

 
From the result of Exp7, Exp8, Exp9, and Exp10 we recognize that the weight of the sense cluster is greater than 

that of the given sentence, sense prediction power become high than that of sense cluster weight is less than that of the 
given sentence. However, in Exp9, and Exp10 when the weight of the sense cluster is greater than 0.7 and the weight of 
the given sentence less than 0.3 the system decrease performance by 1.71%. When both sense cluster and test sentences 
are computed without weighting the system performance decreased by 2.62% than Exp8.  

Moreover, when the weight of the sense cluster multiplied by 0.7 and the given sentence multiplied by 0.3 the 
system outperformed as achieved from Exp8. The finding found from these experiments, gives high weight to sense 
cluster word co-occurrence degree has significantly improved sense disambiguation power. In contrast, giving less 
weight to test sentences has considerably improved the performance. Generally, the conducted experiments show that 
the algorithm has the power of discriminating ambiguous word’s sense.  

4.2.  Evaluation Metrics 

Many efforts have been made to solve the WSD problem of Ethiopian (low-resource) languages, particularly for 
Afaan Oromo. Thus, research has been increasing due to it’s a wide-range application coverage. As a result, a number 
of systems [6, 7, 26, 37, 38] were developed and evaluated on different target ambiguous words and on different 
datasets. According to Tesfa K. [36], supervised approach was applied aiming 5 ambiguous words which that evaluated 
on 124 sentences. In addition, in [6] the rule-based approach applied aiming on 15 ambiguous words. On other hand, 
hybrid approach [31] that blend unsupervised machine learning with handcrafted rule proposed targeting 15 ambiguous 
words the same as with [6]. In both [6] and [7] the size of utilized sentences for evaluation purpose is not mentioned. 
Similarly, Yehuwalashet [38] conducted a hybrid approach blend an unsupervised machine learning with a handcrafted 
rule a target on 20 words. 

Furthermore, Shibiru [37] conducted a knowledge-based approach relies on Afaan Oromo wordnet that contains 
267 synsets from 100 ambiguous words developed by himself. He evaluated the system on 50 sentences. 

Indeed, all of the mentioned researchers utilized different datasets, and different numbers of an ambiguous word. 
Regarding Afaan Oromo, author [38] concluded that window sizes ±1 and ±2 perform better in general and window size 
±1 in particular. Window sizes ±2 is recommended for Afaan Oromo with 74.6 % F1-measure according to [7]. The 
third finding shows that ±3 context window size is enough for Afaan Oromo with 63.95% accuracy [37]. Another, 
finding shows that ±4 window sizes of offered 81% F1-measure accuracy as [34]. In general, there is no common 
agreement on context window size to disambiguate a target word, which is emerged from unavailability of standard 
datasets particularly for performance evaluation. Hence, it needs additional research, aims at possible concern of 
handling all context modifiers without window size enforcement. 

This section, briefly discuss an evaluation made regarding to proposed method that minimize the gap of window 
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size consideration for WSD in Afaan Oromo. The researcher employs various evaluation metrics on the test data and 
compares the results of the system with a human judge to know the rate of the system disambiguation on 249 test 
sentences. The metrics are precision, recall, and F-measure, of the test dataset. Therefore, the evaluation determines 
words that are correctly disambiguated and words that are wrongly recognized or left unrecognized. The evaluation 
criteria were based on the number of True Positives (TP), False Positives (FP), True Negatives (TN), and False 
Negatives (FN). TP and FP are counts the number of words that are recognized correctly and recognized wrongly by the 
WSD system respectively. TN counts the number of words that are left unrecognized correctly by the algorithm and are 
not in the test. FN counts the number of words that are left unrecognized wrongly by the WSD system. From the 
experiment, the researcher realized that FN happens when many ambiguous words occur in the given sentence. 
Therefore, for each metric, the respective formula is present as the next from equations 5 to 7. 
 

( ) TPPrecision P
TP FP

=
+

                                                                      (5) 

 

( ) TPRecall R
TP FN

=
+

                                                                         (6) 

 
2PRF Measure
P R

− =
+

                                                                          (7) 

Table 2. The detailed result of test data 

 Recognized  Unrecognized 
Correct 170  20 

Incorrect 59  22 
 
The evaluation result in Table 2 shows that 170 and 20 target words are TP and TN respectively, which is labeled 

the correct category. Additionally, 59 target words are FP (tagged wrong sense) 22 are FN (unrecognized wrongly). The 
algorithm fails to detect more than 1 ambiguous word per sentence. Meaning, in 22 sentences the number of ambiguous 
words or their frequency occurred more than 1 in a sentence. 

The system performance is in precision, recall, and F-measure is 88.54%, 74.23%, and 80.76% respectively. The 
conducted experiment shows that the semantic meaning of words is closely connected to the words which are come in 
the same situation. As shown, the result obtained by the normalized statistical algorithm was ample as the semantic 
information extracted from the given text. That the approach relies upon automatically assign sense to words, more 
reliable and proves to be a most useful sense extraction for word sense disambiguation on its part. 

5.  Conclusion 

Clustering is one of the well-known unsupervised approaches for WSD, which focuses on grouping similar 
semantic information in a cluster. Besides that, the contribution of this paper is the way of sense disambiguation is 
novel that depends on calculating pair word co-occurrence degree of all pair words in a text from a user with every pair 
word in respective datasets. In this way, there is no notion of any predefined context window size utilized. From this 
viewpoint, all words come with an ambiguous word has involved in sense disambiguation and also, the co-occurrence 
degree is under consideration (an adjacent one is given the highest value). 

Interestingly, clustering words per sense performance is promising based on sense-specific word co-occurrence 
and despite stop-word removal and stemming the text. To conclude the proposed algorithm has the power to 
discriminate ambiguous word’s sense for a sense disambiguation purpose. Moreover, the algorithm detects semantic 
word relation through statistical information that is normalized based on word frequency besides, the distance between 
each word in pair. The performance achieved in precision, recall, and F-measure are 88.54%, 74.23%, and 80.76% 
respectively. 

The weakness of the algorithm is it needs a training dataset that requires documents per sense grouped, which is 
not available for under resource language. Before implementing a sense cluster algorithm, each sense file contains the 
list of statements that should be ready for training and each folder contains multiple sense files of a single ambiguous 
word. It does not work for any ambiguous word that is not mentioned in the corpus. 

The strength is, once the training data has been prepared, the execution time of the algorithm as well as tagging 
sense for user input text, is fast with promised output. Indeed, to the best of my knowledge, this is effortless sense 
clustering except, dataset development (grouping sentences of similar sense into together). Moreover, no need for sense 
tagging and no need for further text preprocessing except tokenization and removal of specified punctuation marks. 
Additionally, a language exhibiting similar patterns with Afaan Oromo can adapt the algorithm. Specifically, it 
increases the methodology of the WSD research. The proposed algorithm can be extended for semantic text similarity 
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without modification or with a bit modification. Furthermore, it has been pointed out how NLP plays a significant role 
in enhancing the computer's capability to process word senses. 

6.  Future Works 

Adding several concerned ambiguous words and their senses are one of the forwarded direction regarding the 
algorithms. Furthermore, morphological analyzer like performing stop-word removal and stemming or lemmatization 
then comparing and evaluating the performance is expected to boost the effectiveness of word sense disambiguation. 
The proposed algorithm can be extended for semantic text similarity without modification or with a bit modification. 
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