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Abstract: Nowadays, big data is directing the entire advanced world with its function and applications. Moreover, to 
make better decisions from the ever emerging big data belonging to the respective organizations, deep learning (DL) 
models are required. DL is also widely used in the sentiment classification tasks considering data from social networks. 
Furthermore, sentiment classification signifies the best way to analyze the big data and make decisions accordingly. 
Analyzing the sentiments from big data applications is quite challenging task and also requires more time for the 
execution process. Therefore, to analyze and classify big data emerging from social networks in a better way, DL 
models are utilized. DL techniques are being used among the researchers to get high end results. A novel Ant Colony-
based Deep Belief Neural Network (AC-DBN) framework is proposed in this research. Drug review tweets are opted to 
perform sentiment classification by using the proposed framework in python environment. A model fitness function is 
initiated in the DL framework and is observed that it is attaining high accuracy with low computation time. Additionally, 
the obtained results attained from the proposed framework are validated with existing methods for evaluating the 
efficiency of the proposed AC-DBN approach. 
 
Index Terms: Ant colony optimization, opinion specification, big data, sentiment classification, deep learning, Deep 
Belief Neural framework. 
 

1.  Introduction 

In the present data age, communicating thoughts and reviews in informal ways has led to huge production of data 
from big organizations [1]. Vast amount of data named as big data emerged from almost all the organizations due to 
increase in the usage of computers with internet and as everything moved to online these days and is found in 
unstructured form [2]. To convert the big data from unstructured form to structured form in order to make best use of 
big data, it requires keen data preprocessing [3]. Natural Language Processing (NLP) is carried out to process the big 
data and grab the sentiments from the natural language used by the people of certain organizations or offices or 
institutions [4,5]. Sentiment is an opinion or attitude that is influenced through emotion, excitement, etc. Moreover, 
sentiment analysis is the process of categorizing the polarity of the collected dataset in two ways that are positive and 
negative [6]. In addition, sentiment datasets are derived from many terms like political reviews, customer reviews, drug 
reviews, movie reviews, etc. the investigators have tuned the review dataset based on the negative, positive and neutral. 
Here, the polarity score is automatically labeled based on the sentiment score. [7]. Thus, the NLP approach can assess 
the assessment esteem on the whole languages. Machine learning (ML) is a part of Artificial Intelligence, that enables a 
machine to naturally learn from the given data and further make decisions accordingly. ML techniques improve from 
the past models without being changed explicitly [8]. The data collection process to perform sentiment analysis is 
demonstrated in fig.1. 

Data obtaining from social networks has to be cleaned well before performing sentiment analysis [9]. Many 
researchers have demonstrated diverse ways to collect the data emerging from social networks and perform proper 
preprocessing in order to analyze the sentiments and make proper decision accordingly by classifying the sentiments 
based on polarity scores [10]. To accomplish sentiment classification tasks, suitable machine learning techniques are 
employed. One of the research works exposed the extremist’s sentiment classification based on some reviews from 
social media [11]. With the headway in ML approaches, researchers need to use proper methods to get desired results 
[12]. To admire the feeling of every content NLP, sentiment, or opinion, either feeling esteem assessment is used [13]. 
Likewise, the sentiment assessment is done with the utilization of ML or DL approaches [14]. Also, in online business 
assessing the client audit is the critical interaction or acts as best feedback to improve the online business [15]. Since 
dependent 
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on the client surveys, just online business is overseen [16]. In web-based showcasing, every single item audit is more 
significant; on the grounds that dependent on the item surveys, just sold rating is expanded [17]. 
 

 
Fig.1. Sentiment analysis 

Recently, numerous models [18,19] are developed to enhance the classification process of the sentiment analysis 
likewise drug recommendation system [20], multi-task learning model [21], and supervised scheme [22]. However, 
these existing methods are affected by many limitations that reduce the performance of the classification process. 
Moreover, the existing techniques take high computation time and are quite complex to perform the sentiment 
categorization on huge data. Therefore, this research work proposes a novel ant colony DBN based framework to 
classify the drug reviews using DL techniques. The main objective of this research is to classify the drug reviews by 
using the proposed framework with high accuracy. Ant colony optimization is used to enhance the accuracy in 
classifying drug reviews based on the fitness function of ant colony optimization algorithm. It selects the best features 
in order to classify sentiments from drug reviews with high accuracy. There were much research works available to 
classify sentiments on different data but none of the works focused on classifying drug reviews using ant colony 
optimization through an exclusive framework. Therefore, the proposed AC-DBN has achieved highest accuracy of 
97.2%, with precision value of 95%, recall 94.8% compared to the existing works. 

Key processes of current research work are explained as follows: 
 
• Twitter-based drug review dataset is chosen for this research. 
• Initially, the drug review dataset is trained by the proposed AC-DBN framework.  
• The performance of the proposed method is implemented in the Python framework. 
• Collected dataset is fed to the pre-processing layer; here, in this stage special characters, stop words, and 

repeated words are removed, and text is summarized.  
• Sentiment analysis is enhanced by the fitness of Ant Colony model. 
• Then, this filtered and summarized data is given to the DBN classification layer to estimate the sentiment 

analysis of each and every dataset.  
• Consequently, the developed model is validated in terms of accuracy, precision, F-measure, recall, and 

opinion classification.   
• Also, the attained results are compared with existing approaches and show the efficiency of the proposed AC-

DBN model. 
 
The structure of this article is designed as section 2 details associated literature; consequently, the system frame 

and issues definition are described in section 3, sector4 detailed a novel approach, then the progress of developed 
replica is explained in section 5, and the arguments are concluded in section 6. 

2.  Related Works 

Some of the recent related work based on the aspect-based sentiment classifications is detailed as follows.  
Sentiment classification and opinion mining are the most important fundamental research in social networks. 

Moreover, Twitter is a trendy social media that has to communicate and interact with other users in online. Sentiment 
classification is one of the most efficient investigations in Natural Language Processing (NLP). Drug-based reviews are 
provided more information to enhance pharmacovigilance coordination. Recently, several strategies are proposed to 
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improve the sentiment classification efficiently. Nevertheless, only few DL techniques are applied to the sentiment 
analysis of drug reviews. In modern days, the enhancement of innovative computer technologies has generated the 
textual content website. Moreover, the textual content means that health care reviews and patiently wrote medical. 
Consequently, this textual content is very efficient and valuable in social media networks. However, these reviews 
cannot deal with patient treatment and doctors for their satisfaction. In order to address this issue, Basiri et al. [23] 
proposed two deep fusion models based on three-way decision theory to analyze the drug reviews. The first fusion 
model, 3-way fusion of one deep model with a traditional learning algorithm (3W1DT) developed using a deep learning 
method as a primary classifier and a traditional learning method as the secondary method that is used when the 
confidence of the deep method during classification of test samples is low. In the second proposed deep fusion model, 
3-way fusion of three deep models with a traditional model (3W3DT), three deep and one traditional model are trained 
on the entire training data, and each classifies the test sample individually. Then, the most confident classifier is 
selected to classify the test drug review. Our results on the reviews based on Drugs.com dataset showed 3W1DT and 
3W3DT methods outperformed the traditional and deep learning methods by 4% and the 3W3DT outperformed 3W1DT 
by 2% in terms of accuracy and F1-measure. 

Isabel et al. [24] presented a benchmark comparison of various deep learning architectures such as Convolutional 
Neural Networks (CNN) and long short-term memory (LSTM) recurrent neural networks. Several combinations of 
these models were analyzed with effect to different pre-trained word embedding models. Bidirectional Encoder 
Representations from Transformers (BERT) with a Bi-LSTM for the sentiment analysis of drug reviews was introduced 
and the experiments show that the usage of BERT obtains the best results, but with a very high training time. On the 
other hand, CNN achieves acceptable results while requiring less training time. 

Hossain et al. [25] made a detailed examination of recommendation systems for ML-based frameworks to analyze 
the sentiment classification for the drug review dataset. The drug recommender system framework is design and 
implements to specify the present sentiment value in general healthcare datasets. Moreover, to generate the ratings and 
classify the drug selection sentiment polarity is calculated.  Computation time is high when compared to other 
approaches.  

Pethalakshmi et al. [26] have proposed a novel hybrid ML-based bi-objective optimization algorithm to extract and 
select the features from bulk amounts of dataset. Moreover, the performance of the proposed approach is compared with 
existing techniques. However, the developed paradigm is not suitable for the small module. NaziaTazeen et al. [27] 
have proposed an effective framework for text categorization strategy and topic modeling replica to solve the diagnostic 
problems present in the dataset. Moreover, to attain the automated classification, the developed replica is used to 
enhance Dirichlet allocation for sentiment analysis and topic modeling. Also, this technique analyzes sentiment scores 
on the drug review dataset. The review analysis of online items will improve product quality and improves choices of 
the buyers [30]. Moreover, in some cases ML model failed to predict the deep emotion measure of each tweet; also, 
opinion specification accuracy is not improved [31]. 

This study was performed to predict student program completion using the Naïve Bayes classifier technique. This 
dataset was pre-processed, cleansed, transformed, and balanced before constructing the model. The feature selection 
technique was used to filter and evaluate the significance of each factor. The significant variables assessed by the 
feature selection technique (Weight by Correlation) were the final parameters in creating the model. The Naïve Bayes 
classifier was applied to predict the students’ completion using the 70:30 ratios for training and testing dataset 
distribution. The significant attributes identified in correlation analysis spitted into 70% training data or 447 records and 
30% testing data or 191 records. There were 84 out of 191 data samples, or 44% of students were predicted to complete 
the program. On the other hand, 107 out of 191 data samples, or 56%, were predicted as not completing the program. 
The accuracy values performed an 84% rating with 80.46% class precision, and 83.33% class recall in the testing 
dataset (n=191). The outcomes of this study have a significant impact on HEIs, particularly on college completion rates 
[34]. 

In this research, four algorithms were used to compare with the proposed novel approach. Three algorithms Naive 
Bayes, KNN and Decision Tree are classical algorithms and one AdaBoost is Boosting concept. The comparison shows 
on five algorithms that are applied on US-Airlines data. All implemented algorithms provide different scores. Ensemble 
methods provide more accuracy than classical algorithms as (Decision Tree 63%, KNeighbors 67%, Naive Bayes 69%, 
and AdaBoost 74%). And finally, our novel method outperforms than all of others and provides 76% accuracy [35]. 

In this study, a stacked ensemble method is proposed for sentiment analysis, which systematically combines six 
feature extraction methods and three classifiers. The proposed method obtained cross-validation accuracies of 89.6%, 
90.7% and 67.2% on large movie, Turkish movie and SemEval-2017 datasets, respectively, outperforming the other 
classifiers. The accuracy improvements were shown to be statistically significant at the 99% confidence level by 
performing a Z-test [36]. 

From the literature survey, it is observed that very few attempts have been made to apply deep learning to 
sentiment analysis of drug reviews. Machine learning techniques need high computation to extract sentiments from 
huge data and are also prone to errors. ML techniques often yield good results on limited data, but fail to get high 
results on big data. Therefore, to overcome these issues, we thought of carrying our research by proposing a novel 
framework using ant colony optimization based on deep belief neural network to classify drug reviews. 
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Table 1. Summary of related works 

Author Method Merits Demerits 

Basiri et al [23] DL It can easily identify the 
classification. Processing time is high 

Isabel et al [24] CNN Reduced the training and testing 
issues. 

The detection of duplication error 
is large. 

Hossain et al [25] generation and recommendation for 
ML-based frameworks Enhanced the error detection rate. Large amount of data is not used. 

Pethalakshmi et al [26] hybrid ML approach Reduced the detection of duplicate 
errors. 

Only applicable for the small 
module. 

NaziaTazeen et al [27] text categorization strategy and 
topic modeling replica More efficiency Hybrid formation can give the 

better performance 

3.  System Model and Problem Statement 

This section explains about the problem of sentiment analysis. Moreover, drug review dataset is analyzed whether 
it is negative, positive, or neutral opinion. For the drug review dataset conveying both negative and positive opinions, 
whichever is the efficient sentiment classification should be selected. Moreover, managing big data is the most 
important challengeable task in the NLP techniques.  
 

 

Fig.2. System model 

Also, NLP approaches are used by the reviewers to get client satisfaction or customer opinion for every application 
based on the big data analytics. The system model and problem statement are shown in fig.2. In sentiment classification, 
human communication language is very complex to make the machines comprehend. So that, the proposed investigation 
article aimed to create a sentiment analysis framework based on the drug reviews. 

3.1.  Data set 

Dataset is collected from Kaggle which contains drug review Twitter tweets. The valuable count is the aspect 
terms that embraces the importance of the amount of customers who share and review. Furthermore, dataset description 
is demonstrated in table.2. 

Table 2. Dataset description 

Sl.no Attribute Type of data Explanation 
1 condition Categorical Name of the condition 
2 Ratings Numerical arrangement 5 star ratings, 10 star ratings etc. 
3 Drug name Categorical Name of the drug 
4 Review Text system Patients reviews based on the drug 
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Here, let us consider five drug review datasets, and size of the dataset is 26.36MB [32]1, which are elaborated in 
table.3. 

Table 3. Drug review dataset 

Sl. no Drug review dataset Sentiment word Stop words 
Sentiment score 

Positive Negative neutral 

1 In this drug has a bad smell as 
well as taste bad This, has, as, this - -1 - 

2 Drug consumption has improved 
human health improved has 1 - - 

3 In this drug makes vomit problem problem This, in - -1 - 
4 I am not satisfied with this drug Not, am This - -1 - 

5 The drug is manufactured in more 
countries - is, in, the - - 0 

6 
Several dug has mixed with 

chemicals makes the unwanted 
illness 

Unwanted Has, the, with - -1 - 

 
Here, the initial step of the proposed approach is preprocessing layer. It is one of the important stages to perform a 

particular task.  Initially, the collected datasets are converted into lowercase words with the help of python library 
function. Moreover, the stop words are continuously present in the collected test; hence, it conveys meaningless 
information. Therefore, the tests are extracted with the help of the proposed approach. Consequently, preprocessing 
stage is demonstrated in table 4. 

Table 4. Preprocessed dataset 

Sl.no Original dataset Preprocessed dataset 
1 In this drug has a bad smell as well as taste ‘Drug’ ‘bad’ ‘smell’ ‘well’ ‘taste’ 
2 Drug consumption has improved human health ‘drug’ ‘consumption’ ‘improved’ ‘human’ ‘health’ 
3 In this drug makes vomit problem ‘drug’ ‘makes’ ‘vomit’ ‘problem’ 
4 I am not satisfied with this drug ‘not’ ‘satisfied’ ‘drug’ 
5 The drug is manufactured in more countries ‘drug’  ‘manufactured’ ‘more’ ‘countries’ 

6 Several drugs have mixed with chemicals makes the unwanted 
illness 

‘Several’ ‘drug’ ‘mixed’ ‘chemicals’ ‘makes’ ‘unwanted’ 
‘ illness’ 

 
Let us consider 20 types of stop words based on the drug review dataset, and their counts are demonstrated in fig.3.  

 

 

Fig.3. Dataset stop words and count representation 

3.2.  Deep Belief neural (DBN) framework 

DBN framework is one kind of DL network that is weighted by the several layers based on the Restricted 
Boltzmann Machines (RBM). Moreover, the DBN framework contains two layers hidden layer and visible layer. Here, 

 
1 Source and size of the dataset in Kaggle link 
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the input datasets are trained to extract the deep hierarchical demonstration. After that RBM layer is trained the 
demonstration of the prior hidden layer input and next hidden layer input. Consequently, the structure of DBN 
framework is illustrated in fig.4. 
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Fig.4. Basic representation of DBN framework 

Here, multiple tasks cannot perform simultaneously, and real-time applications are not supported for the DBN 
framework. Moreover, the trained datasets are suffered from the hidden layer of the DBN framework. Also, the RBM 
layer is a trained dataset with the help of unsupervised manner; consequently, the hidden layer of the RBM is cannot 
derive the feature form of the dataset. Here, RBM is handled more information at a time; however, this stage takes more 
execution time. To solve this issue proposed optimization fitness function is initiated in the hidden layer.  

4.  Proposed Methodology 

In this present work, an Ant Colony based Deep Belief neural (AC-DBN) framework is planned to design for 
analyzes the sentiment value in the drug review dataset. Here, the drug review dataset is used to validate the proposed 
design performance. Initially, a Twitter-based drug review dataset is trained to the system; consequently, a novel AC-
DBN is designed. Here, the fitness function of ant colony is updated in the classification layer to categorize the 
sentiment value of each dataset. The proposed architecture is detailed in fig.5. 
 

Sentiment 
classification

Neutral Positive

AC-DBN framework
PreprocessingDataset

Summarization 
and context 

aware 

Parameter evaluation

     Removing

Special character Stop words Repeated words

Negative

 
Fig.5. Proposed methodology 
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Here, the drug review dataset is trained to the system. Initially, the training dataset errors are removed; 
consequently, the error-free data is trained to the AC-DBN Classification module; the presence of ant colony fitness 
function in the classification model improves the opinion specification accuracy. Here, DBN is used to reduce the 
human efforts to pre-process the collected dataset. Also, implementation is fast and attained the highest accuracy.  

 
 Preprocessing 
 
The beginning step of sentiment analysis is preprocessing, and it is called as removing stage. If the dataset is 

preprocessed well, then it facilitates to enhance efficient features for extra development. Numerous techniques are 
developed to eliminate the insufficient information present in the collected dataset. Moreover, the preprocessing layer 
can deal with three main programs such as, 

 
• Remove Special character 
• Remove stop words 
• Remove repeated words 
 
Initially, remove the special character, for example, "recently proposed COVID-19 drugs, is very bad @ user's 

opinions" in this sentence having a lot of special characters and punctuations (, @, # ") were removed. Then, remove the 
stop words such as meaningful information and frequently utilized the words after the removal of repeated words in the 
dataset.  

 
 Summarization and context-aware 
 
Generally, drug review datasets are large in size, because the customers are expressing their opinion on social 

media. Moreover, context awareness is the important key for sentiment classification. For example, the word 
"unpredictable" has a negative classification, but the combined "unpredictable steering" has a positive classification in 
movie-based review. Therefore, context-aware plays a fundamental task in opinion classification. Moreover, the 
sentence has a reverse opinion, for example, "the product is excellent," and other "the product is not excellent". Here, 
the first sentence contains "good," so it is termed as positive specification, and the second sentence contains the clause 
"not" so this sentence is termed as negative classification.  

4.1.  Process of AC-DBN 

Initially, collect the drug review dataset in web journals, social media like Facebook and Twitter. Moreover, 
sentiments and emotions are communicated in different types of ways and making that information is confused. Here, 
Ant Colony (AC) optimization is used to predict the sentiment classification in the drug review dataset. Also, this 
technique is used as a Deep Belief Neural (DBN) network. The process of DBN framework is represented in 
algorithm.1 
 

 Process of DBN 

Start  
 Step:1 Dataset source  // tsv file format 
 Step:2 Verify the dataset // based on the dug name, review, condition, ratings etc. 
 Step:3 Pre-processing  
   remove→ unwanted information 
 Step:4 Feature extraction 
   Sample data 1→ train 
   Sample data 2→  train 
   Sample data n→  train 
 Step:5 Sentiment analyzer  // polarity score label with sentiment specification 
 Step:6 Review score //based on  1. Feature extraction 
    2. Classification 
    3.cross validation 
Stop     

 
The purpose of using the DBN framework is to reduce unnecessary words efficiently. Moreover, the sentiment 

classification procedure is easier to remove the unwanted information present in the collected datasets. Here, 
preprocessing stage is also called as removing stage. Moreover, the removing stage contains some keywords to remove 
the words present in the collected dataset. Consequently, to remove the stop words, repeated words, and special 
characters using the following eqn. (1) 
 

𝑌𝑌1′ = 𝑅𝑅𝑅𝑅{(𝑆𝑆[𝐷𝐷]max −  𝑆𝑆[𝐷𝐷]min) + 1} + 𝐴𝐴𝐴𝐴𝐴𝐴(𝐷𝐷min1 + 𝐷𝐷min2 +⋯+𝐷𝐷min𝑛𝑛)                              (1) 
𝑌𝑌2′ − 𝑌𝑌𝑛𝑛−1′ = ∑𝐷𝐷  
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Where, R is denoted as a randomly selected dataset, max[ ]S D   is represented as the maximum size of dataset, min[ ]S D  
is the minimum size of the dataset, and D is the content-based indexing. Here, in eqn. (2) is checked out the following 
condition '

1 1.0Y < . After that estimate, the stop words present in the collected tweets using eqn. (2), 
 

𝑇𝑇𝑡𝑡 ,𝑑𝑑
′ = 𝑇𝑇𝑡𝑡,𝑑𝑑

∑ 𝑇𝑇𝑡𝑡′ 𝑡𝑡′,𝑑𝑑
                                                                                (2) 

 
Where, '

,t dT  represented as occurrence stop words in the tweet and '
'
,t dt

T∑  is denoted as the total amount of stop 

words present in the tweets. Consequently, the subsection of the t and d is represented as term frequency and collected 
tweet test, respectively. Then, compute the inverse text frequency using eqn. (3), 

 
𝑖𝑖𝑖𝑖𝑇𝑇′(𝑡𝑡,𝑑𝑑′) = 𝑙𝑙𝑙𝑙𝑙𝑙 𝑁𝑁′

|{𝑡𝑡′′∈𝑑𝑑′:𝑡𝑡′∈𝑑𝑑}|                                                                 (3) 
 

Where, 'N  denoted as the total number of collected tweets and { }'' ' ':t d t d∈ ∈  is the set dataset, which contains 

symbolized representation. Hereafter, removing the errors that mean a new solution is determined in the eqn. (4), 
 

𝐷𝐷𝑛𝑛′ = �𝑌𝑌
′′

𝑌𝑌𝑛𝑛′′
�+ (𝑅𝑅𝑛𝑛 − 1)                                                                       (4) 

 
Where, ''Y  is represented as number words present in the new dataset that means error removed dataset, ''

nY   is denoted 
as number words removed in the previous dataset, nR   is expressed as the total number of top words are taken from this 
research. At next, identified sentiment classification is updated to the ant colony fitness function in the classification 
layer of DBN framework. Also, the opinion specification model is developed in Ant colony technique, so it is termed as 
AC-DBN. Initially, numerous aspect terms such as positive is denoted as ‘1’, negative is represented as ‘-1’, and ‘0’ is 
denoted as neutral.  Moreover, sentences in words are trained to the system, and the collected sentence is classified 
using proposed AC-DBN framework. In addition, the flow of proposed AC-DBN is demonstrated in algorithm 2. 
 

Algorithm 2 Pseudocode for AC-DBN algorithm 
Start  
 Initialize the parameters 

Int p, n, ln , i, D 
 // where, p is represented as positive words, n is denoted as negative words, ln is the neutral sentence, i is the each and every 

iteration and D is the drug review dataset 
 Label [1, -1, 0] 
 Replica= AC-DBN classifier 
 Initialize the drug review dataset 
 For(i=n; i>=n;1++) 
  Find sentiment classification aS  // using Eqn.(3) 

 If ( aS =1)→ p //Classification using eqn.(4) 

  Here the sentence is positive 
  Else       
  Return to calculation process 
 Next  iteration 
 If ( aS =-1) → n 
  Here the sentence is negative  
 Else           
  Return to calculation process 
 Next  iteration 
 If ( aS =0)→ ln  
  Here the sentence is neutral  
 Else  
  Return to calculation process 
 End for 
 End if 
Stop  
 Output: Best possible solution 

 
Moreover, the ant colony optimization [29] technique is also called as the searching mechanism, which is 

frequently utilized to solve optimization problems. After the preprocessing process, the collected datasets are 
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summarized and arranged here, the fitness function of ant colony is pheromone updating, and this fitness is initialized in 
the classification layer of the DBN framework. Consequently, the representation of DNN is shown in fig.6. Moreover, 
to identify the sentiment classification based on the following eqn. (5) 

 
𝑆𝑆𝑎𝑎(𝑛𝑛 + 1) = [1− 𝑎𝑎′(0)]; [1− 𝑎𝑎′(1)]; [1− 𝑎𝑎′(2)]; [1− 𝑎𝑎′(3)]; … … … . +∑ 𝑎𝑎′(𝐿𝐿′)𝑎𝑎

𝑛𝑛=1                       (5) 
 

Hidden layer 

Fitness function  of ant colony  optimization is 
Updated in  the  hidden layer of the DBN 

Input
datasets

Output

Classification

Drug related 
twitter tweets 

Based on positive

 

negative 
and  neutral 

 
Fig.6. Representation of proposed AC-DBN 

Where, 'a  is represented as collected sentiment word, 'L  is denoted as classification of the element in starting process 
sentence are trained in the ant colony model. Hereafter, in the deep learning model, the training sentence of opinion 
word is arranged in the order of 0’s, 1’s, and -1, which is detailed in eqn. (6), 

 

If the sentiment values are denoted as 
1

1
0

a

negative
S positive

neutral

− →
= →
 →

                                            (6)

  
Start

Drug review dataset

// Drug review dataset is trained to the 
system

Preprocessing 
//  unwanted sentence, repeated 

words and stop words are 
removed in this stage

Opinion specification 
sentences

// Opinion specification is 
processed  with the fitness 
function of Ant colony

Stop

// Proposed Ant Colony 
based Deep Belief Neural 

(AC- DBN) framework 

Summarization and context 
aware 

Aspect term specification

)0( =aSif)1( −=aSif)1( =aSif

positive negative neutral

Yes

No

sS

aS//        is denoted as  
sentiment analysis 

 

Fig.7. Working Flow of proposed method 
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The sentiment analysis value is equal to -1 it is said to be negative, and the value is equal to zero it is said to be 
neutral, and the value is equal to 1 it is said to be positive. The working flow of the proposed model is represented by 
the flow model in fig.7.  

5.  Discussion of Results 

Deep learning is important in big data, especially in sentiment analysis. In this research, the drug review dataset 
values are predicted by this proficient of developed replica, and that dataset has three types of classes, positive, negative, 
and neutral. Moreover, the proposed AC-DBN framework is executed in the python platform. The proposed novel 
algorithm is utilized to enhance the opinion specification such as negative, positive, and neutral.  

5.1.  Parameter evaluation 

The effectiveness of the developed technique is validated with its key metrics and achieving better outcomes by 
comparing other existing models like Weighted Word Representation (WWR) strategy and the Hybrid machine learning 
approach (H-MLA) [28], the Deep Learning (DL) model [23], Naïve bayes and KNN [32,33]. Therefore, to calculate 
the efficiency of the proposed model, certain metrics should be validated, such as precision, recall, F-measure, accuracy, 
and opinion specification. To find the successive rate of the proposed model, the existing techniques such as WWR, DL 
and H-MLA are implemented in the same proposed platform. Moreover, the attained results are discussed below. 

A.  Accuracy ( )cA  

The process of accuracy calculation is classified in terms of sentiment analysis in the drug review dataset. 
Moreover, to estimate the accuracy of the sentiment analysis is mainly based on three aspect terms like positive, 
negative, and neutral. Consequently, the accuracy of the proposed model is estimated in the following eqn. (7),   

 
𝐴𝐴𝑐𝑐 =  (𝑇𝑇𝑁𝑁′+𝑇𝑇𝑃𝑃′)

(𝑇𝑇𝑁𝑁′+𝑇𝑇𝑃𝑃′+𝐹𝐹𝑁𝑁′+𝐹𝐹𝑃𝑃′)
                                                                        (7) 

 
Where, where, 'TN  is True Negative, 'TP  for true positive, 'FN  is false-negative and 'FP  is for false positive. 
Furthermore, comparison results are shown in fig.8.  
 

 
Fig.8. Comparison of accuracy 

The accuracy rate of the WWR approach is 94.6%, the DL technique achieved an accuracy measure of 89%, the 
attained accuracy rate of H-MLA is 89%, Naïve bayes technique attained 86.6% accuracy measure, and KNN model 
obtained 92% of accuracy rate; consequently, the proposed AC-DBN replica achieved a 0.98% accuracy measure. 

B.  Precision ( )rP  

Calculation of precision is based on the total amount of accurate classification by the total amount dataset. 
Therefore, the precision of the estimated amount of perfect positive calculations is divided through the number of 
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particular opinion sentences. Consequently, validation of precision with recent techniques is demonstrated in fig.9. The 
precision of the proposed approach is estimated in eqn. (8), 

 
𝑃𝑃𝑟𝑟 = 𝑇𝑇𝑇𝑇′

𝑇𝑇𝑃𝑃′+𝐹𝐹𝐹𝐹′
                                                                                  (8) 

 

 
Fig.9. Comparison of precision measurement 

WWR is achieved 92.2% of precision measure, DL attained 88% as the precision, H-MLA algorithm earned 
88.12% precision measure, Naive Bayes technique attained 69.9% accuracy, and KNN achieve72%  accuracy  measure. 
Consequently, the proposed AC-DBN approach attained 95% of precision rate.  

C.  Recall measure 

The recall is defined as the ratio of properly analyzed datasets for one class to the dataset of the overall class. In 
addition, recall is compared with three existing techniques, namely WWR, DL, and H-MLA. Moreover, the recall 
measure is determined by eqn. (9), 

 
𝑅𝑅𝑐𝑐 = 𝐹𝐹𝐹𝐹′

𝐹𝐹𝑃𝑃′+𝐹𝐹𝐹𝐹′
                                                                                 (9) 

 

 
Fig.10. Recall measure  
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The developed method attained an 88.35% recall measure. Accordingly, the existing replica WWR attained was 
0.72%, recall measure of the DL approach is 0.88%, and Naive Bayes technique reached 86.6% recall measure, KNN 
attains 65.5 recall measures. Finally, the H-MLA technique achieved a 0.65% recall measure, and the comparison is 
shown in fig 10. 

D.  F-measure ( )mF   

F-measure is one of the most important estimation parameters in sentiment analysis. Moreover, the F-measure is 
measured by the precision and recall rate. Every kind of sentiment classification contains an individual F-measure to 
evaluate the classification. In addition, fig.11 demonstrates the statistics of F-measure. Moreover, F-measure is 
determined by eqn. (10). 

 
𝐹𝐹𝑚𝑚 = 2 × 𝑃𝑃𝑟𝑟×𝑅𝑅𝑐𝑐

𝑃𝑃𝑟𝑟+𝑅𝑅𝑐𝑐
                                                                             (10) 

 

 
Fig.11. Comparison of F-measure 

The proposed approach is attained 94.8% F-measure. Consequently, the existing techniques of WWR achieve  
90.2% F-measure, the DL approach attained 87.35% F-measure, and the H-MLA technique predicted an 89.03%  
F-measure, Naive Bayes technique attained 76.6% F-measure, and KNN achieve 68.55 F-measure.  

 

 

Fig.12. Comparison of opinion specification 
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E.  Opinion specification 

Opinion specification is otherwise called opinion classification. In this drug-based review, sentences are classified 
into three kinds of sentiment classification like positive, negative, and neutral. Moreover, the comparison of opinion 
specifications is demonstrated in fig.12. 

By validation, the WWR attained an opinion classification rate of 70%, the DL approach attained 73% of opinion 
classification, H-MLA attained an opinion classification measure of 80%, Naive Bayes technique attained 68% opinion 
classification, and KNN achieve 75.55% opinion classification. Moreover, the proposed strategy achieved a word 
opinion specification of 93.8%. 

5.2.  Discussion 

The proposed AC-DBN framework performance is compared with existing techniques such as WWR, DL, H-MLA 
techniques based on the sentiment classification. From all the performance evaluations, it is proved that the proposed 
AC-DBN performs best for sentiment classification. The overall performance of the developed model is shown in 
Table 5. 

Table 5. Overall performance 

Methods Accuracy Precision Recall F-Score 
DNN 89 0.88 0.78 0.87 
WWR 95 0.92 0.72 0.9 

H-MLA 89 0.88 0.65 0.89 
NB 87 0.7 0.86 0.76 

KNN 92 0.72 0.66 0.68 
AC-DBN 98 0.95 0.89 0.94 

 
Moreover, the proposed AC-DBN model attained high performance for classifying the sentiment values in an 

efficient manner. Also, the performance like accuracy, error rate, f-measure, recall based on opinion classification 
evaluated using the AC-DBN framework. 

6.  Conclusion 

In the modern world, analyzing sentiments from big data applications is the most challenging task. Sentiment 
analysis of customer reviews is carried out to predict product opinions and to improve the products further as per 
customer demands and sentiments. Basically, sentiments are classified as positive, negative, and neutral based on the 
subjectivity of a particular topic or trend. Previously, numerous ML techniques were employed to analyze sentiments on 
various themes and trends in different scenarios. However, it is quite difficult to predict the best technique for 
classifying the sentiments as it depends on the size and source of the big data emerging from. In this research, a novel 
AC-DBN framework is proposed for drug sentiment classification. The main aim of this research is to classify the drug 
review dataset. Moreover, the proposed framework includes preprocessing layer to remove the unwanted information 
present in the collected dataset and then the sentence is summarized with a short duration. Furthermore, the proposed 
AC-DBN framework outcomes are compared with the existing methods in terms of accuracy, precision, recall, F-
measure, and opinion specification. Also, the proposed AC-DBN framework has attained 97.2% accuracy, 95% 
precision, 94.8% recall, and an F-measure rate of 94.8%. In future, we plan to classify educational sentiments using 
other DL techniques. This proposed framework will be useful for clinics, drug makers besides patients to get valuable 
sentiments from the public. 
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