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Abstract: Many sensing gesture recognition systems based on Wi-Fi signals are introduced because of the commercial 

off-the-shelf Wi-Fi devices without any need for additional equipment. In this paper, a deep learning-based sign 

language recognition system is proposed. Wi-Fi CSI amplitude and phase information is used as input to the proposed 

model. The proposed model uses three types of deep learning: CNN, LSTM, and ABLSTM with a complete study of 

the impact of optimizers, the use of amplitude and phase of CSI, and preprocessing phase. Accuracy, F-score, Precision, 

and recall are used as performance metrics to evaluate the proposed model. The proposed model achieves 99.855%, 

99.674%, 99.734%, and 93.84% average recognition accuracy for the lab, home, lab + home, and 5 different users in a 

lab environment, respectively. Experimental results show that the proposed model can effectively detect sign gestures in 

complex environments compared with some deep learning recognition models.  

 

Index Terms: Wireless, Device-free sensing, Channel State Information, Sign Language Recognition, Deep Learning, 

WiFi Imaging. 

 

1.  Introduction 

In recent literature, human activity recognition has attracted tremendous interest as it serves a wide range of 

applications such as gesture recognition [1], indoor localization, fall detection [2], activity recognition [3], and many 

other human-centric applications. 

The activity and gesture recognition studies traditionally can be classified into two categories: computer vision-

based approaches and wearable devices based approaches. The former includes video-based methods using cameras [4] 

and infrared depth sensors such as kinect [5]. The latter requires sensing devices like SignAloud [6].  However, most of 

these methods have some limitations: cameras based systems require the detected object to be within the coverage area, 

line-of-sight (LOS) and under sufficient lighting conditions. Also, it has a privacy problem. Sensor-based systems 

discomfort the user because the user should wear a special device all the time to detect the motion. 

In recent years, another sensing-based gesture recognition method is introduced [7,8,9] based on Wi-Fi signals. It 

is concerned as a promising technology because of its advantages: low cost deployment and it does not require any 

special hardware. So, it is called device-free systems. Comparing to the previous approaches, wireless sensing 

technology can perceive an object in a passive manner over virtually any region at any time, regardless of ambient 

lighting conditions. 

Wi-Fi signal has many features to support it in human activity and gesture recognition such as its better coverage, 

therefore it works in light-of-sight and non-light-of-sight (LOS/NLOS) scenarios, Wi-Fi signals can travel through and 

detect what is behind the wall for that reason it is called ”Walls have eyes” technology. 

Recently, Wi-Fi based recognition systems are further popularized as it utilizes the commercial off-the-shelf Wi-Fi 

devices without the need for any additional special equipment.  

By analyzing the Wi-Fi signals, a unique pattern is obtained which describes the environment based on the channel 

state information (CSI) attribute of Multiple-Input Multiple-Output (MIMO) in addition to Orthogonal Frequency 

Division Multiplexing (OFDM).  
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In SignFi [10] is a sign language recognition system based on Wi-Fi CSI. The authors presented a 9-layer CNN 

deep learning model for gesture recognition after pre-processing raw CSI measurements. SignFi achieves 98.91%, 

98.01%, 94.81%, 86.66%, 98% recognition accuracy in the home, lab, home+lab, 5-users, and self test, respectively. 

In this paper, a deep learning framework based on WiFi channel state information (CSI) based on the convolution 

neural network (CNN), Long Short Term Memory (LSTM), and Attention based Bidirectional Long Short-Term 

Memory (ABLSTM) are presented to recognize a sign word. The amplitude and phase information of a CSI waveform 

as features represented the correlation between the Wi-Fi CSI and the sign word are leveraged. 

The main limitation of existing solutions is that all gesture recognition systems lack the ability to recognize 

gestures in a complex environment with different users. 

The objective of this research is to improve the classifications of sign gestures in the complex and multi-human 

environment. 

The main contributions of this paper are summarized as follows: 

 

• Both CSI amplitude and phase are used as base signals to build a unique pattern for each sign gesture.  

• We propose CNN deep learning framework for Wi-Fi CSI based gesture recognition. 

• We study the impact of signal preprocessing, and the importance of CSI phase information in a  multi-human 

environment. 

 

The rest of this paper is organized as follows: background and the related works are reviewed in section II. In 

section III, the problem formulation and the proposed model are presented. The performance evaluation of the proposed 

model is introduced in section IV. Finally, the conclusions and future works are listed in section V. 

2.  Backgroung and Related Works 

Wireless gesture recognition system based on Wi-Fi signals recently has great attention because of its features. A 

passive device-free wireless gesture recognition system based on Wi-Fi signals can be classified into three major 

categories: Radio Frequency (RF) based approaches, Received Signal Strength (RSS) based approaches, and Channel 

State Information (CSI) based approaches. Here, some of previous approaches are reviewed to describe the latest 

developments in device-free gesture recognition systems. 

2.1.  Radio Frequency (RF) based approaches 

In this approach, a special purpose hardware called Software Defined Radio (SDR) that provides informative 

features of signals with devices like Universal Software Radio Peripheral (USRP) and Radio-frequency identification 

(RFID) readers are implemented for device-free recognition system. These systems have the ability to track human 

positions through walls and detect simple hand gestures. 

In 2013, Pu et al. presented WiSee [9] recognized nine gestures and achieves 94% recognition accuracy by 

employing a USRP receiver to extract the Doppler shifts from the reflected Orthogonal Frequency Division 

Multiplexing (OFDM) Wi-Fi signals caused by body gestures. 

In 2015, Wang et al. proposed the RF-IDraw system [11] which had been designed with commercial RFID readers 

and tags. RF-IDraw leverages the in-air hand gestures to interact with a device by a virtual touch screen. RF-IDraw 

achieves 97.5% character recognition accuracy and 92% word recognition accuracy. However, such systems suffer from 

burdensome  cost installation as they require special purpose devices whose costs are high In contrast, CSI systems 

require only access point to transmit Wi-Fi signals which are now ubiquitously available everywhere and a receiver to 

receive signals. 

2.2.  Received Signal Strength (RSS) based approaches 

Here, RSS values that can be extracted from Wi-Fi signals  are used in recognition systems. RSS is a measure of 

signal amplitude. 

In 2013, Sigg et al. introduced [12] RSS based recognition system. It achieved 71.6% recognition accuracy using   

Decision tree algorithm and 72.2% recognition accuracy kNN algorithm for walking, standing, lying down, and 

crawling activities. 

In 2015, Abdelnasser et al. proposed WiGest [1] which  builds on the commercial off-the-shelf (COTS) Wi-Fi 

devices  and analyzes the variations in strength values of the received  Wi-Fi signals compared to the transmitted signal, 

Received  Signal Strength (RSS) values, due to hand movement. The  WiGest system aims to track the user’s hand 

gestures around  his mobile without holding it and map them to perform a  certain action. WiGest achieved 87.5% 

accuracy, using a single  access point and 96% using three overhead access points.  However, RSSI is an inefficient 

measure as it cannot give detailed  information about each feature. Moreover, the performance  of RSS-based systems 

degrades under complex environments  owing to the fluctuations of RSSI values caused by  multipath  changes. 

Meanwhile, RSS-based gesture recognition systems lack the ability to detect gestures through walls and in a complex 

environment. 
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2.3.  Channel State Information (CSI) based approaches 

Channel State Information (CSI) is a more informative metric than RSSI. CSI contains unique fine-grained 

information for each gesture. 

In 2015, a CSI based activity recognition system that leverages the correlation between the amplitude of CSI 

waveforms  and different human activities is introduced [13]. CARM  achieved more than 96% recognition accuracy 

between eight activities. 

Also, in [14] a hand gesture recognition system based  on CSI, WiG is proposed. WiG achieved a 92% and 88%  

recognition accuracy for line-of-sight(LOS) scenario and non-line of sight(NLOS) scenario, respectively. 

In 2016, WiFinger is developed in [15] which is a finger  gesture recognition system based on CSI values. 

WiFinger  built a unique pattern in the amplitude of the CSI waveform  for each finger gesture. WiFinger achieved more 

than 90% recognition accuracy for nine digits gesture from American Sign Language(ASL). 

Also, In [8], WiGer is presented. It leverages the changes  in the amplitude of CSI due to hand gestures. WiGer 

achieved more than 92% recognition accuracy in six scenarios for 7 gestures. 

In 2018, WiCatch is presented [16]. It works based on the  relationship between the variations of CSI and hand 

gestures  to decrease the interference between signals and preserve the  weak signals caused by hand gestures. WiCatch 

applies a novel  interference elimination algorithm. WiCatch achieves more  than 94% recognition accuracy between two 

hand gestures. 

In summary, all previous approaches still suffer from an accurate detection gesture in complex environments. In 

contrast, this research is able to recognize the different hand, arm, head, and finger gestures with acceptable accuracy in 

different environments.  

3.  Proposed Model 

3.1.  System Overview 

In this paper, a deep learning framework based on Wi-Fi channel state information (CSI) is proposed as shown in 

Fig.1. To recognize a sign word, three different deep learning methods are used: CNN, LSTM, and ABLSTM. 

 

 

Fig.1. Flow chart of the proposed model 
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Our system consists of the following stages: 

 

1. Input phase: Raw CSI data collected by SignFi[10] 

2. Signal processing phase: weighted moving average on CSI amplitude and phase calibration algorithm on CSI 

phase to preserve the original waveform information 

3. Classification phase: the combination of preprocessed amplitudes and phases is fed to the used CNN deep 

learning algorithm which consists of two convolution blocks and two fully connected layers followed by 

softmax layer which works as a classifier. 

 

Our model is worked based on mainly three tiers. The first one is  extracting Wi-Fi CSI  amplitude and phase that 

represent the sign word. The second tier, the signal pre-processing phase. Finally, the classification phase is built. 

3.2.  The channel state information 

Channel state information (CSI) is a fine grained informative and stable measurement. In wireless communication, 

CSI conveys the characteristics of the physical environment which describes how Wi-Fi signals propagate in the 

channel between the transmitter and the receiver with the effects of reflections and refractions. 

In the frequency domain, the Wi-Fi channel with multiple transmitting and multiple receiving antennas (MIMO) 

can be expressed as in equation (1) [17]: 

 

*Y H X N= +                                                                                 (1) 

 

where 

Y Received Signal Vector 

H complex channel matrix that contains the CSI values 

X Transmitted Signal Vector 

N Noise Vector 

 

The CSI is estimated for each Orthogonal Frequency Division Multiplexing (OFDM)subcarrier in IEEE 802.11n 

links [18]. The CSI for each subcarrier can be represented as: 

 
ih h e =                                                                                  (2) 

 

where |h| and Θ are the amplitude and phase respectively. The variations of the CSI amplitude and phase for each 

subcarrier in time represent unique CSI features. 

3.3.  Signal Preprocessing 

The collected CSI stream from the Commercial-Off-The-Shelf (COTS) Wi-Fi devices is distorted [19-13] due to 

multi-path propagation in the environment, transmission power variations, the mismatch between the transmitter and 

receiver clocks, and frequencies and the errors of hardware and software. So, we need to reduce the CSI amplitude and 

phase noises by using a filter in the pre-processing signal phase. In our model, Weighted Moving Average (WMA) filter 

and phase sanitization are used to remove the randomness in CSI amplitude and phase, respectively. 

 

1. Amplitude Noise Removal: WMA filter is applied to reduce the environmental variations in the CSI amplitude. 

Fig.(2a). and Fig.(2b). show the CSI amplitude for extracted subcarrier No.3 before and after the noise 

elimination by using WMA filter. 

 

 

Fig.2. Signal processing for our proposed framework 

WMA uses equation (3) [20] to get the weighted average values. 
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where 
A’t Wighted average amplitude at time ti by its historical m values 

m Degree the current value is related to the historical records [2] 

 

In our model, WMA filter has m=30. 

 

2. Phase Sanitization: The CSI phase values are random due to the Carrier Frequency Offsets (CFO) and 

Sampling Frequency Offsets (SFO) between the transmitter and the receiver which cause random phase shifts. 

Therefore, we employ the phase sanitization method [21] to eliminate the random values and preserve the 

information reflecting sign details. The measured CSI phase Φi’ from the ith subcarrier can be expressed as in 

equation (4) [3]: 

 

'

2 i

i i
Z

N

k   = − + +                                                                      (4) 

 

where 
Φt True phase 

ki Subcarrier index 

N Size of Fast Fourier Transform (FFT) which is 64 in IEEE 802.11n [22] 

δ Timing offset at the receiver due to SFO 

β Phase offset due to CFO 

Z Noise 

 

As shown in Fig.(2c)., the raw CSI phases are folded within the range[-π,π]. From equation 4, due to the unknown 

values of δ and β , we can not obtain the real phase. Phase sanitization is also used for phase calibration, which used to 

remove the effects of SFO and CFO that represented in δ and β, respectively, by utilizing the linear fit after unwrapping 

the CSI phases to get the true phase values [20]. 

Fig.(2c). shows the raw CSI phase before applying the phase sanitization technique, where the processed CSI 

phase is shown in Fig.(2d). 

3.4.  Gesture recognition algorithm 

Deep neural networks with convolution neural networks (CNNs) are employed to recognize the gestures in our 

feature extraction phase. CNN is used to extract a unique feature for corresponding sign word based on CSI amplitude 

and phase of this word. 

 

 

Fig.3. Overview of our proposed framework 

The proposed CNN model is illustrated in Fig.3. It has three tiers: Input layer, Feature extraction, and finally, 

classification. 

A.  Input layer tier 

In SignFi application, the size of each CSI matrix is size(csi) = (1,3,30) and there are 200 CSI samples for each 

sign gesture. So, the size of each CSI trace for each sign gesture is (3,30,200) [10]. In the input layer tier, the pre-
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processed CSI amplitude and phase are concatenated and reshaped from (3,30,200) for each to single input (200,60,3). 

 

 

Fig.4. Impact of batch normalization, pooling and number of CNN blocks on recognition accuracy using 5 flod cross validation. 

B.  Feature Extraction tier 

This tier consists of two CNN blocks. Each of them has convolution layer, batch normalization layer, Rectified 

Linear Unit (ReLU) layer, average pooling, and dropout layer sequentially. 

 

• Convolution Layer: It consists of 32 filters; each has 5 x 5 size and stride equals 1. Also, a border of zeros are 

added around input edges by making padding equals 1 to apply the convolution operation on all inputs. The 

output of this layer is a set of feature maps which are the input of the next layer. 

• Batch Normalization Layer: The inputs are normalized to speed up the training process and improve the 

performance of the network by preventing the impact of overfitting. 

• ReLU Layer: The Rectified Linear Unit (ReLU) layer is a nonlinear activation function. It sets any input value 

less than zero to zero. Its formula is as follows: 

 

( ) max(0, )f x x=                                                                            (5) 

 

• Average Pooling Layer: The role of pooling layer is reducing the number of connections to decrease the 

number of parameters to be learned in the network. In this framework, average pooling is applied with size 3 x 

3 that returns the average of the input within this window and stride equals 3. 

• Dropout Layer: The dropout layer is used to avoid overfitting in the training stage. It makes the overall 

network performance better. It randomly eliminates some of its inputs which have a certain probability. 

 

A comprehensive study was done about: the batch normalization layer, pooling layer, and number of CNN block. 

It is presented in Fig.4. 

Fig.4a. shows the impact of the used CNN block numbers. Our study is done with 4 scenarios (without CNN, 1 

CNN, 2 CNN, and 3 CNN), as clearly seen in Fig.4a., two CNN block has the best accuracy value. 

The study of batch normalization is shown in Fig.4b. For 2 CNN block, we study four cases, without batch 

normalization layer in both block, without batch normalization layer in the first block and with batch normalization 

layer in the second one, first and second block have with and without batch normalization layer, respectively, and 

finally, the both  CNN has batch normalization layer. The results show that the use of batch normalization layer in both 

CNN block has the best accuracy value. 

Fig.4c. shows the impact of pooling layer study by using the two most used methods (MAX and AVG pooling), 

the results reveal that the use of average pooling method for both CNN block achieves the highest accuracy value. 

Our final conclusion is that the batch normalization layer has a major role in the feature extraction tier. But, the 

used method of pooling layer and the number of CNN block is changed based on the application of the framework. 

C.  Classification tier 

• Fully-connected Layer: Two fully connected neural network layer are used. It plays an important role in the 

combination of all the learned features from the previous layers to share in the classification process. Two 

fully connected layers are used with size 1000 neurons and 276 neurons, respectively. The first one has ReLU 

activation function and a dropout rate equals 0.5. The second one is equal to the number of classes which 

equals 276. 

• Softmax Classification Layer: It applies the softmax function to assign each CSI input to one of the 276 sign 

classes based on the predicted probabilities. 

 

During the training process, Stochastic Gradient Descent with Momentum (SGDM) [23] optimization algorithm is 

used to update weights and biases during with 0.02 learning rate and 0.9 momentum. 
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4.  Implementation and Evaluation 

In this paper, gesture recognition based on Wi-Fi CSI is proposed. Deep learning is used in the proposed model. 

The proposed model is compared with the models introduced in [10,24,25,26] with respect to recognition accuracy. The 

experimental data was analyzed on Google Colab with pro version and 2 Tera. In Google Colab, we had a server with 

26 GBytes Ram and P100 GPU. This model is implemented using Python 3.6 and Keras which is a Python deep 

learning library [27]. This section is divided into two parts: dataset description and result analysis. 

4.1.  Data Description 

SignFi dataset [10] is used in training, testing, and validation process of the proposed model. It was collected by 

employing the access point(AP) with three external antennas as a transmitter and receiver equipped with Intel 5300 NIC 

with one internal antenna for gesture recognition. The dataset contains CSI traces obtained from two different 

environments, a laboratory, and a home scenario, with different room sizes, the distance between the access point (AP), 

receiver and transmitter’s antenna orientations. The duration of each sign is between 0.5 seconds to 2.5 seconds. Table 1. 

summaries the used SignFi dataset for evaluating the proposed CNN model. The datasets can be downloaded from 

https://yongsen.github.io/SignFi/ 

Table 1. SignFi Dataset Summary 

Dataset Environment  
Number of 

users 

Number of 

sign 

Number of repetitions for 

each sign 

Number of 

instances 

Home Home 1 276 10 2760 

Lab Laboratory 1 276 20 5520 

5-users Laboratory 5 150 10 times per each user 7500 

4.2.  Results analysis 

In this section, 5 fold cross validation is applied to ensure that an overfitting problem does not exist. We also split 

the data into 70% for training and 30% for testing to ensure the model can predict accurately new data. The results show 

that the classification performance degrades in the context of multi-human environment.  

A.  Proposed model accuracy evaluation:  

5 fold cross validation for evaluation with the home dataset, lab dataset and 8,280 instances from home and lab 

environment together, as well as 5 users dataset, are used for system validation. Also, a self test runs which is 5 fold 

cross-validation for each user. 

First, all data are randomly divided into 5 folds. Second, one fold is selected for testing and the rest for training, 

resulting in 5 runs. Finally, the average accuracy of all the 5 runs is computed. Accuracy is calculated based on equation 

(6) [3]: 

 

TP TN
Accuracy

TP TN FP FN

+
=

+ + +
                                                                (6) 

 

Where 
TP True Positive rate 

TN True Negative rate 

FP False Positive rate 

FN False Negative rate 

 

We perform an accuracy comparison between the proposed model against some deep learning CSI based 

recognition approaches which can extract features automatically to examine the effectiveness of the proposed model. 

The proposed model is compared with the models which were introduced in [10,24,25,26]. In [10] is presented a 

model with a 9-layer CNN deep learning model for gesture recognition after pre-processing raw CSI measurements. 

SignFi achieves 98.91%, 98.01%, 94.81%, 86.66%, 98% recognition accuracy in the home, lab, home+lab, 5-users and 

self test, respectively. In [24]], the authors proposed a general deep neural network (DNN) model that does not require 

any data pre-processing and uses raw CSI measurements as model input. The general DNN model achieves 99.89%, 

99.98%, 99.65% recognition accuracy in home, lab, and the self test, respectively. The general DNN model does not 

study the recognition accuracy for lab and home dataset together and 5-user dataset. 

Our proposed method has an average accuracy of 99.674%, 99.855%, 99.73%, 93.84%, 99% of the home, lab, 

home+lab, 5-users, and finally self test, respectively. As shown in Fig.5. As clearly seen in Fig.5., the proposed model 

accuracy is nearly equal to the accuracy of [24]. 
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B.  Performance evaluation 

In this section, the evaluation of the proposed framework with respect to another deep learning technologies is 

introduced. There are two types of deep learning: LSTM and ABLSTM. 

 

• Long Short Term Memory (LSTM): LSTM is the recurrent neural network architecture that overcomes the 

vanishing and exploding of the gradient problem. LSTM consists of a memory cell and three gates, an input 

gate, an output gate and a forget gate to remain important information with dependencies [25]. 

• Attention based Bidirectional Long Short-Term Memory (ABLSTM): It is a combination of Bidirectional 

Long Short-Term Memory (BLSTM) model and attention model. BLSTM processes sequential data in 

forward and backward directions because it has forward and backward Long Short Term Memory (LSTM) 

layers. So, informative features are automatically extracted. The role of attention model is that it assigns 

different weights to different features. More important features are given larger weights that make the overall 

performance better [26]. 

 

LSTM and ABLSTM work on time series data. As Wi-Fi CSI data are typical time series with temporal 

dependency, the LSTM and ABLSTM have achieved a remarkable performance for WiFI CSI based human activity 

recognition in [25] [26]. 

For comparison, We employ the schemes in LSTM model [25] and ABLSTM [26] for SignFi datasets. We use raw 

CSI amplitude and phase as the input feature vector to LSTM [25] that has one layer with 200 LSTM units. The LSTM 

method achieves an average accuracy of 74.06%, 49.82%, 76.92%, 56.9% and 63.5%, respectively for home, lab, 

home+lab, 5-users, and self test. We fed the raw CSI phase and amplitude into the attention based bidirectional long 

short-term memory model introduced in [26]. The ABLSTM achieves 95.44%, 96.2%, 94.94% , 73.83% ,70% 

recognition accuracy in the home, lab, home+lab , 5-users, and self-test, respectively. According to the result, the 

average recognition accuracy of our system is 99.674%, 99.855%, 99.73%, 93.84%, 99% of the home, lab, home+lab, 

5-users, and self-test, respectively. The results are shown in Fig.5. Table 2. Summarizes the recognition accuracy of all 

approaches. It can be observed that the performance of all approaches in lab environment is higher than the home 

environment. This is due to the complexity of home environment. The proposed model outperforms other approaches 

due to automatic feature extractions as they are suitable to accurately recognize different sign gestures in complex 

environments. 

 

 

Fig.5. The Recognition Accuracies of All Approaches for Different Datasets 

Table 2. The Recognition Accuracies of the Proposed Framework Versus the Other Approaches 

Method Home Lab Home+Lab 5-users Self Test 

SignFi [10] 98.91% 98.01% 94.81% 86.66% 98% 

General DNN [24] 99.89% 99.98% - - 99.65% 

LSTM [25] 74.06% 76.33% 76.92% 56.9% 63.5% 

ABLSTM [26] 95.44% 96.2% 94.94% 73.83% 70% 

Proposed Method 99.674% 99.855% 99.73% 93.84% 99% 

 

The performance evaluation is presented by using time consumption in training and testing processes, F-score, 

precision, sensitivity, the impact of pre-processing data, and some other features. 

Time consumption of the proposed frameworks and the main SignFi system is listed in Table 3. SignFi takes 

8.28ms to finish training and 0.62ms for testing. While LSTM model takes 7.2ms and 3ms for training and testing, 
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respectively. ABLSTM takes 27.2ms for training which can be considered as a long training time among all approaches 

and 10ms for testing. The training time of the proposed CNN model is 1ms which is the shortest training time among all 

approaches while the testing time is 0.66ms which is nearly equal SignFi training time. With the above results, it can be 

concluded that the proposed model can be used for Wi-Fi CSI based sign gesture recognition in real-time since it 

achieves acceptable accuracy and its test time is small.  

Table 3. The Training and Testing Time of All the Approaches 

Time SignFi [10] 
General 

DNN [24] 
LSTM [25] ABLSTM [26] 

Proposed 

Method 

Training (ms) 8.28 - 7.2 27.2 1 

Testing (ms) 0.62 - 3 10 0.66 

 

The proposed frameworks are evaluated based on the most performance metrics used Accuracy, F1-score, 

Precision, and Recall. These metrics expressed as shown in equation (7), (8), and (9) [3] 

 

2
1

2

TP
F score

TP FP FN
− =

+ +
                                                                      (7) 

 

Pr
TP

ecision
TP FP

=
+

                                                                            (8) 

 

Re ( )
TP

call Sensitivity
TP FN

=
+

                                                                   (9) 

 

Table 4., Table 5. and Table 6. show the results for f1-score, accuracy, precision, and recall for LSTM, ABLSTM, 

and CNN frameworks, respectively in all standard environment. Fig.6. presents the recognition accuracy of the 

proposed CNN model for each environment by using 70% of data for training and 30% of data for testing. 

Table 4. Performance of Lstm Model 

Method Accuracy% F1-score% Precision% Recall% 

Home 89.61 89.3 91.1 89.6 

Lab 94.26 94.2 94.6 94.3 

Home+Lab 89.05 88.8 90.2 89.00 

5-users 65.02 65.3 68.7 65.00 

Table 5. Performance of Ablstm Model 

Method Accuracy% F1-score% Precision% Recall% 

Home 97.22 97.2 97.6 97.2 

Lab 97.16 97.00 97.2 97.2 

Home+Lab 94.48 94.3 95.2 94.5 

5-users 71.11 71.6 74.6 71.1 

Table 6. Performance of the Proposed Cnn Model 

Method Accuracy% F1-score% Precision% Recall% 

Home 99.52 99.5 99.5 99.5 

Lab 99.8 99.8 99.8 99.8 

Home+Lab 99.5 99.5 99.5 99.5 

5-users 91.8 91.8 91.8 91.8 
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Fig.6. Leave-one-subject-out for proposed model 

The impact of the data pre-processing phase in CNN framework is also studied. The accuracy of the framework 

with and without the pre-processing phase is shown in Fig.7. By using raw CSI amplitude and phase information as 

features. The recognition accuracy drops from 99.674% to 94.78% in the home dataset. In the lab dataset, the 

recognition accuracy drops from about 99.855% to 94.891%. Moreover, the recognition accuracy achieves 92.96% and 

78.71% in home + lab, and 5-users datasets. So, the results confirm that amplitude noise removal and phase sanitization 

play a vital role in improving the performance of our proposed model. 

 

 

Fig.7. Impact of preprocessing 

The impact of CSI phase and amplitude on the performance of the proposed CNN model is also investigated. Fig.8. 

presents the recognition accuracies of the proposed CNN model with both CSI phase and amplitude values, with CSI 

phase values, and with CSI amplitude values in different environments. The highest recognition accuracy is obtained 

when we use CSI amplitude information only or CSI phase information only when the dataset is performed by a single 

user as in home, lab, and both home and lab datasets. Moreover, the performance of the model drops if we use the CSI 

phase or amplitude as features to 76.067% and 85.733%, respectively in the dataset collected from more than one user 

as in the 5-user dataset. So, to improve the recognition accuracy, we recommended the use of both CSI phase and 

amplitude information to extract a unique pattern of features for each sign word independent on the user that performs it. 

 

 

Fig.8. Impact different features 
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The Impact of using different optimizers with the proposed CNN model on the performance metrics is also studied. 

The used optimizers are Adam [28] with 0.001 learning rate, AdaGrad [29] with 0.01 learning rate, AdaDelta [29] with 

1.0 learning rate, AdaMax [29] with 0.002 learning rate, and Stochastic Gradient Descent with Momentum  (SGDM) 

[23] with 0.02 learning rate and 0.9 momentum. Table 7., Table 8., Table 9., Table 10. and Table 11. show the effect of 

adam, AdAdaGrad, AdaDelta, AdaMax and SGDM. SGDM optimizer outperforms other optimizers. It achieves the 

highest results of Lab, Home+Lab, and 5 Users datasets. But, it is nearly equal to the results of AdaMax optimizer of 

Home environment. 

Table 7. Performance of the Proposed Cnnmodel using Adam Optimizer 

Method Accuracy% F1-score% Precision% Recall% 

Home 98.91 99.5 99.5 99.5 

Lab 97.94 97.9 98.3 97.9 

Home+Lab 98.31 98.3 98.6 98.3 

5-users 81.42 81.8 84.1 81.4 

Table 8. Performance of the Proposed Cnn Model using Adagrad Optimize 

Method Accuracy% F1-score% Precision% Recall% 

Home 99.27 99.3 99.5 99.3 

Lab 97.52 97.5 98.00 97.5 

Home+Lab 98.19 98.2 98.5 98.5 

5-users 79.42 79.8 82.7 79.4 

Table 9. Performance of the Proposed Cnn Model using Adadelta Optimizer 

Method Accuracy% F1-score% Precision% Recall% 

Home 97.95 97.8 98.6 97.9 

Lab 98.85 98.8 99.00 98.9 

Home+Lab 98.00 98.00 98.3 98.00 

5-users 81.2 83.1 81.00 81.02 

Table 10. Performance of the Proposed Cnn Model Using Adamax Optimizer 

Method Accuracy% F1-score% Precision% Recall% 

Home 99.64 99.6 99.7 99.6 

Lab 97.77 97.7 98.1 97.8 

Home+Lab 97.46 97.4 97.8 97.5 

5-users 81.11 81.3 83.3 81.1 

5.  Conclusions and Future Works 

In this paper, a framework for a Wi-Fi CSI based gesture recognition system based on a Convolution Neural 

Network (CNN) as a classification algorithm is developed. Weighted moving average filter and phase sanitization are 

used for amplitude noise removal and removing phase offsets from raw CSI measurement, respectively to use them as 

base signals for the CNN classification algorithm. CNN is able to learn automatic features that represent the relationship 

between Wi-Fi CSI variance and sign gestures. The effectiveness of our proposed model is verified by comparing the 

recognition accuracy of our proposed model with other deep learning approaches. The proposed framework exceeds the 

other models. It achieves99.674%, 99.855% and 99.73% recognition accuracy at home, lab, and home+lab environment 

for 276 sign gestures collected by a single user, respectively. Moreover, the proposed model achieves 93.84% 

recognition accuracy for 7,500 samples performed by 5 users in a lab environment which means that our model is robust 

as it achieves acceptable accuracy in the context of multi-human environments The use of transfer learning techniques 

such as ResNet is considered as a future work. 
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