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Abstract—The paper presents the technology of gene 

expression profiles filtering based on the wavelet analysis 

methods. A structural block-chart of the wavelet-filtering 

process, which involves concurrent calculation of 

Shannon entropy for both the filtered data and allocated 

noise component is proposed. Simulation of the wavelet-

filtering process was performed with the use of 

orthogonal and biorthogonal wavelets on different levels 

of wavelet decomposition and with the use of various 

values of the thresholding coefficient. Result of the 

simulation has allowed us to propose the technology to 

determine the optimal parameters of the wavelet filter 

based on complex analysis of the filtered data and 

allocated noise component. 

 

Index Terms—Gene expression profiles, Filtering, 

Wavelet analysis, Shannon entropy, Thresholding. 

 

I.  INTRODUCTION 

Biological systems of living organisms are a complex 

dynamic network of interacting elements of various 

purposes, state of which could be changed by influence of 

external conditions [1]. Study of such organisms’ 

behavior is possible based on a system approach, which 

involves complex use of molecular biology, mathematics, 

physics and informatics. This approach creates the 

conditions for understanding the factors that define the 

character of biological systems operation in order to 

determine the ways of this process controlling [2,3]. The 

most important process in functioning of any living 

organism is regulation of genes expression, which defines 

the biosynthesis of a protein depending on needs of the 

organism. In particular, this process defines the growth 

and formation of a living organism and its constituent 

parts. Incorrect regulation of gene expression often 

causes illness or improper formation of appropriate 

biological object.  

Reconstruction and simulation of gene regulatory 

network (GRN) create the basis for studying and analysis 

of character of genes interactions and for understanding 

how these interactions influence to functional abilities of 

studied cells. Usually, GPN is formed as a directed or 

non-directed graph contains both the nodes, which could 

be genes, proteins or metabolites, and arcs, which connect 

the corresponding nodes and define intermolecular 

interactions or indirect effects between the nodes. 

Determining structure and nature of gene regulatory 

network operation is associated with large experimental 

and theoretical complicities. Parameters of network are 

usually not obvious, since it is impossible to define inputs 

and outputs of molecular processes uniquely. Moreover, 

principles which are the basis of intermolecular 

interactions are very complex or unknown. Restore the 

regulatory interactions between system’s elements based 

on experimental data, which contains gene expression 

profiles of the investigated objects, is the main idea of 

GRN reconstruction [4–6]. The method based on 

evaluation of mRNA molecules concentration is the most 

accessible one to evaluate gene expression. There are 

several methods to evaluate genes expression by mRNA 

molecules concentration determining. The first of them is 

cDNA molecules sequencing synthesized with the use of 

mRNA molecules, which is allocated from a specific part 

of investigated object [7]. The main advantage of the 

RNA sequencing method is low level of noise component 

that contributes to higher accuracy of appropriate 

measurements. Its main disadvantages are complexity of 

studied simples preparing and expensiveness. Another 

method of gene expression evaluation is based on DNA 

microarray experiments [8,9]. The main advantage of this 

method is the fact that its using allows us to estimate 

expression of tens of thousands of genes concurrently and 

to carry out their comparative analysis on different stages 

of the studied objects development. Moreover, the cost of 

DNA microarray experiments implementation is 

significantly lower to compare with the use of other 

methods. The main disadvantage of this method is higher 

level of noise component, which appears at the stages of 

DNA microarray creation and during reading information 

from it. Thus, in the case of DNA microarray experiments 

there is a necessity of gene expression profiles filtration 

at early stage of gene regulatory network reconstruction 

in order to remove the noise component. In [10–12], 
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authors presented the results of research concerning 

development of the objective clustering inductive 

technology for grouping gene expression profiles based 

on SOTA and DBSCAN clustering algorithms. In papers 

[13–16], authors implemented the fuzzy clustering 

methods for the studied objects grouping. However, it 

should be noted that the authors solved only the problem 

of gene expression profiles grouping by the use of 

appropriate clustering quality criteria. The problem of 

gene expression profiles filtration in these works was not 

considered. In the presented paper this problem is solved 

based on the use of wavelet analysis [17,18], which are 

used to process complex data in various areas of scientific 

research nowadays [19,20]. 

The remainder of this paper is organized as follows. 

Section 2 describes a model of gene expression profiles 

wavelet-filtering. Section 3 is about simulation of gene 

expression profiles wavelet-filtering. Section 4 presents a 

technology of the wavelet filter optimal parameters’ 

determination. Conclusions are given in the final section. 

 

II.  MODEL OF GENE EXPRESSION PROFILES  

WAVELET-FILTERING 

Fig. 1 shows the structural flowchart of discrete 

wavelet transformation process.  

 

 

Fig.1. Structural flowchart of wavelet transformation process 

Vector of approximation coefficients at N level of 

wavelet decomposition and vectors of detail coefficients 

at levels from 1 to N are calculated by the use of low 

(LFF) and high (HFF) frequency filters respectively 

during wavelet decomposition process of one-

dimensional data: 
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Approximation coefficients contain information about 

coarse component of the studied data. Information about 

details of the data and about high-frequency noise 

component are contained in most cases in detail 

coefficients. Noise component removing from gene 

expression profiles within the framework of the proposed 

technology was performed with the use of soft 

thresholding as follows: 
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where τ is the thresholding coefficient value, d stands for 

the detail coefficients at all levels of wavelet 

decomposition of studied data. Data reconstruction is 

carried out with the use of both the approximation 

coefficients at N wavelet decomposition level and 

processed detail coefficients at levels from 1 to N. 

Process of determine of the wavelet filter optimal 

parameters involves the following steps: 

 

– selection of the mother wavelet; 

– determination of the wavelet decomposition optimal 

level for investigated data; 

– choice of the wavelet type from the family of the 

appropriate mother wavelet; 

– determination of the thresholding coefficient optimal 

value. 

 

Estimation of data processing quality at each step of 

the wavelet-filtering process was performed with the use 

of Shannon entropy criterion, which was calculated based 

on James-Stein shrinkage estimator [21]. This method is 

based on complex use of two different models: a high-

dimensional model with low bias and high variance, and 

a lower dimensional model with larger bias but smaller 

variance. The probability of values distribution in a cell 

in accordance with the James-Stein shrinkage method is 

calculated as follows: 
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ip is the probability of data values distribution in 

i-th cell, which is calculated by the maximum likelihood 

method, 1
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 is the estimation of probability in i-th 

cell, ni is the quantity of features in this cell. Obviously, 

that ML

ip  corresponds to the high-dimensional model 

with low bias and high variance and pi is the estimation 

with higher bias and lower variance of the features 

distribution. Intensity parameter λ in the proposed model 

is calculated as follows: 
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where n is the features quantity in studied vector. 
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Shannon entropy value in this case is estimated with the 

use of standard formula taking into account the method of 

probability calculation in appropriate cell 
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It is obvious, that in the case of gene expression 

profiles informativity evaluation, the minimum value of 

Shannon entropy criterion corresponds to higher quality 

of the investigated data processing. Otherwise, the 

maximum value of Shannon entropy calculated for the 

allocated noise component corresponds to higher 

approximation of this component to unordered “white” 

noise, which should be removed from investigated data. 

Structural flowchart of gene expression profiles wavelet-

filtering process based on the James-Stein shrinkage 

method of Shannon entropy estimation is presented in 

Fig.2. Implementation of this process involves the 

following steps: 

 

1. Choice of the mother wavelet from the list of the 

available wavelets. 

2. Determination of the wavelet decomposition 

optimal level for the studied profiles based on the 

maximum value of Shannon entropy, which is 

calculated for the allocated noise component. At 

this step the choice of the wavelet type from the 

family of the mother one and the value of the 

thresholding coefficient are setup randomly from 

the range of the available values. 

3. Determination of wavelet type from the family of 

the appropriate mother wavelet based on the 

maximum value of Shannon entropy, which is 

calculated for the allocated noise component. 

4. Determination of the thresholding coefficient 

optimal value based on the minimum value of 

Shannon entropy, which is calculated for the 

filtered data. 

 

 

Fig.2. Structural flowchart of wavelet-filtering process 

Thus, the process of determine of the wavelet filter 

optimal parameters involves concurrent evaluation of 

Shannon entropy for both the filtered data and allocated 

noise component. 

 

III.  SIMULATION OF GENE EXPRESSION PROFILES 

WAVELET-FILTERING 

Simulation of the wavelet-filtering process was 

performed with the use of gene expression profile of lung 

cancer patient, which has been obtained by DNA-

microchip experiments [22]. The expressions of studied 

genes have been determined by the technology which is 

presented in [23]. Statistical characteristics of the studied 

genes expression are presented in Table 1. 

Table 1. Statistical characteristics of the studied genes expression 

Min 25% Median Mean 75% Max 

-36.2 2.18 11.1 236.91 22.63 17360 

 

As it can be seen, the expression values are varied from 

-36.2 to 17360. Moreover, these values for the most of 

genes are low. Noise component in the most cases is 

contained in high-frequency part of spectrum that justifies 

the use of wavelet analysis to remove the noise from data. 

Orthogonal Daubechies wavelets (db1,...,db45), symplets 

(sym2,...,sym30), coiflets (coif1,...,coif5), biorthogonal 

wavelets (bior1.1,...,bior6.8) and reverse biorthogonal 

wavelets (rbio1.1,...,rbio6.8) were used during the 

simulation process. Experimental determination of the 

thresholding coefficient value was performed in the two 

ways. In the first case, the detail coefficients step-by-step 

processing was carried out in accordance with formula 

(1), while the value of the thresholding coefficient was 

quite small (0.2) and it did not change during the 

simulation process. Duration of the experiment was 

limited by the steps number of the detail coefficients 

processing. The second case involved the thresholding 

coefficient value stepwise increasing from τmin to τmax by 

step dτ. The simulation results in the case of Daubechies 

wavelets using are presented in Fig.3. Choice of the 

wavelet type and determination of the wavelet 

decomposition level was performed based on the 

maximum value of Shannon entropy for the allocated 

noise component. Determination of the thresholding 

coefficient value was carried out based on the minimum 

value of Shannon entropy for the filtered data. 

 

 

Fig.3. Simulation results in the case of using Daubechies wavelets  

Analysis of the obtained results allows us to conclude 

that the maximum value of Shannon entropy for the 

allocated noise component is achieved in the case of the 

use of wavelet db5 (Fig. 3b) at the second level of 

wavelet decomposition (Fig. 3a). The method of noise 

component step-by-step removing with the constant value 

of the thresholding coefficient (Fig. 3c) is not efficient 

since it does not allow us to determine uniquely the step 

of filtration process stopping. The method of the 
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thresholding coefficient stepwise increasing is an 

effective one to determine the optimal thresholding 

coefficient value. In this case the value of Shannon 

entropy for the filtered data has global minimum, which 

corresponds to the thresholding coefficient value τ = 1,8 

(Fig. 3d). The same results in the cases of coiflets, 

symplets, biorthogonal wavelets and reverse biorthogonal 

wavelets using are presented in Figs. 4-7. 

 

 

Fig.4. Simulation results in the case of using coiflets  

 

Fig.5. Simulation results in the case of using symplets  

 

Fig.6. Simulation results in the case of using biorthogonal wavelets  

Analysis of the obtained charts shows that in terms of 

Shannon entropy criterion the following parameters of the 

wavelet filter are optimal: db5 Daubechies wavelet at the 

second level of wavelet decomposition and thresholding 

coefficient 1.8; coif4 coiflet wavelet at the second level of 

wavelet decomposition and thresholding coefficient 1.6; 

sym5 symplet wavelet at the third level of wavelet 

decomposition and thresholding coefficient 1.8; bior1.5 

biorthogonal wavelet at the third level of wavelet 

decomposition and thresholding coefficient 2.2 and 

rbio1.5 reverse biorthogonal wavelet at the fourth level of 

wavelet decomposition and thresholding coefficient 1.8.  

Fig. 8 shows the chart of the Shannon entropies ratio, 

which were calculated for the filtered data and the 

allocated noise component versus the mother wavelet 

type.  

 

 

Fig.7. Simulation results in the case of using reverse biorthogonal 
wavelets  

 

Fig.8. Shannon entropies ratio versus the mother wavelet type 

Analysis of the obtained results allows concluding that 

the choice of the mother wavelet type from the family of 

orthogonal and biorthogonal wavelets in the case of gene 

expression profiles filtering is not determinative. In terms 

of Shannon entropies ratio for both the filtered data and 

allocated noise component the best results concerning 

wavelet-filtering of gene expression profiles are obtained 

using bior1.5 biorthogonal wavelet. However, the 

differences between results, which were obtained with the 

use of other mother wavelets are quite small. Determinant 

factors in this case are the choice of the wavelet type 

from the family of the appropriate mother wavelet, the 

choice of the wavelet decomposition level and 

determination of the thresholding coefficient optimal 

value for the detail coefficients processing. 
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IV.  TECHNOLOGY OF THE WAVELET FILTER OPTIMAL 

PARAMETERS DETERMINATION 

The conducted research has allowed us to propose the 

technology to determine the wavelet filter optimal 

parameters in the form of a structural flowchart of studied 

data step-by-step processing. The architecture of this 

technology is presented in Fig. 9. Implementation of this 

technology involves the following stages: 

 

Stage I. Initialization of the wavelet filter initial 

parameters. 

1. Formation of vectors of the mother wavelets and the 

wavelets for selected mother ones: 
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where k is the mother wavelets quantity, p is the quantity 

of the wavelet types from the family of appropriate 

mother wavelet. Determination of the interval and the 

step of thresholding coefficient changes: τmin, τmax, dτ = 

τmin, choice of the wavelet decomposition maximum level. 

 

 

Fig.9. Architecture of the technology to determine the optimal 
parameters of wavelet filter 

2. Choice of the mother wavelet corresponding to the 

first number of the appropriate vector of the mother 

wavelets (i = 1), random choice of the wavelet type from 

the family of the mother wavelet, setup of the 

thresholding coefficient value τ = τmin and the wavelet 

decomposition level n = 1. 

 

Stage II. Determination of the wavelet decomposition 

optimal level. 

3. Wavelet-filtering of the gene expression profiles 

within the established interval of the wavelet 

decomposition level changes according with the scheme, 

which is shown in Fig. 3. Allocation of the noise 

component at each level of wavelet decomposition and 

calculation of Shannon entropy for the noise component 

at each step of this process. 

4. Analysis of the obtained results. Fixation of the 

wavelet decomposition optimal level for the given mother 

wavelet opt

in corresponding to the maximum value of the 

Shannon entropy criterion. 

 

Stage III. Determination of the wavelet type from the 

family of the appropriate mother one. 

5. Wavelet-filtering of the gene expression profile for 

all types of wavelets from the family of the given mother 

wavelet wwi = {wvji}, j = 1,...,p. Allocation of the noise 

component for each type of wavelet and calculation of 

Shannon entropy for the allocated noise component at 

each step of the data processing. 

6. Analysis of the obtained results. Fixation of the 

mother wavelet optimal type corresponding to the 

maximum value of the Shannon entropy criterion. 

 

Stage IV. Determination of the thresholding 

coefficient optimal value for the detail coefficients 

processing. 

7. Calculation of Shannon entropy for the initial data: 

H(0). 

8. Wavelet-filtering of gene expression profile using 

the thresholding coefficient τ. Allocation of the filtered 

data. 

9. Calculation of Shannon entropy at this step of the 

data processing: H(τ). 

10. If H(τ) < H(τ−dτ), increase of the thresholding 

coefficient value (τ =τ+dτ) and go to the step 8 of this 

procedure. Otherwise, fixation of the thresholding 

coefficient optimal value for i-th mother wavelet: 
opt

i d    . 

11. If i ≤ k, increment of i parameter (i=i+1) and 

repairing stages II–V of this procedure. 

Stage V. Formation of the final solution concerning 

determination of the wavelet filter optimal parameters. 

12. Calculation of the Shannon entropies ratio for the 

filtered data and the allocated noise component for each 

type of the mother wavelet using the wavelet filter 

optimal parameters. 

13. Fixation of the wavelet filter optimal parameters 

corresponding to the global minimum of the Shannon 

entropies ratio criterion. 

 

V.  CONCLUSION 

The results of research concerning creation of the 

technology of gene expression profiles wavelet-filtering 

in order to remove background noise is presented. The 

structural flowchart of wavelet-filtering process, 

implementation of which involves concurrent calculation 

of Shannon entropy for the filtered data and the allocated 

noise component has been proposed. Shannon entropy 

has been calculated with the use of the James-Stein 
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shrinkage estimator method, which takes into account 

two different models: a high-dimensional model with low 

bias and high variance, and a lower dimensional model 

with larger bias but smaller variance. Simulation of the 

wavelet filtration process was performed with the use of a 

gene expression profile of lung cancer patient, which has 

been obtained by DNA-microchip experiments. The 

family of orthogonal and biorthogonal wavelets at 

different levels of wavelet decomposition and with the 

use of various values of thresholding coefficient have 

been used during simulation process.  

The charts of Shannon entropy versus the wavelet 

decomposition level, the type of wavelets from the family 

of the appropriate mother wavelet and the thresholding 

coefficient value have been obtained for each mother 

wavelet as the results of the simulation process. Analysis 

of the obtained charts has shown that in terms of Shannon 

entropy criterion the following parameters of the wavelet 

filter are optimal: db5 Daubechies wavelet at the second 

level of wavelet decomposition and thresholding 

coefficient 1.8; coif4 coiflet wavelet at the second level of 

wavelet decomposition and thresholding coefficient 1.6; 

sym5 symplet wavelet at the third level of wavelet 

decomposition and thresholding coefficient 1.8; bior1.5 

biorthogonal wavelet at the third level of wavelet 

decomposition and thresholding coefficient 2.2 and 

rbio1.5 reverse biorthogonal wavelet at the fourth level of 

wavelet decomposition and thresholding coefficient 1.8. 

The final decision concerning determination of the 

wavelet filter optimal parameters was performed based on 

the minimum value of the Shannon entropies ratio for the 

filtered data and the allocated noise component. 

Analysis of the obtained results allows concluding that 

choice of the mother wavelet type from the family of 

orthogonal and biorthogonal wavelets in the case of gene 

expression profiles filtering is not determinative. In terms 

of Shannon entropies ratio for the filtered data and the 

allocated noise component the best results concerning 

wavelet-filtering of gene expression profiles have been 

obtained using bior1.5 biorthogonal wavelet. However, 

the differences between the results obtained with the use 

of other mother wavelets are quite small. Determinant 

factors in this case are: choice of the wavelet type from 

the family of the appropriate mother wavelet, choice of 

the wavelet decomposition level and definition of the 

thresholding coefficient optimal value for detail 

coefficients processing. 

The technology to determine the optimal parameters of 

the wavelet filter based on complex analysis of the 

filtered data and the allocated noise component has been 

proposed as result of the simulation. This technology is 

presented as a structural flowchart of the studied data 

step-by-step processing. Perspective of following 

authors’ research is the implementation of the proposed 

technology within the framework of the hybrid 

technology of gene expression profiles preprocessing at 

early stage of gene regulatory network reconstruction. 
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