A New Robust and Imperceptible Image Watermarking Scheme Based on Hybrid Transform and PSO
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Abstract—In this paper, a new robust and imperceptible digital image watermarking scheme that can overcome the limitation of traditional wavelet-based image watermarking schemes is proposed using hybrid transforms viz. Lifting wavelet transform (LWT), discrete cosine transform (DCT) and singular value decomposition (SVD). The scheme uses canny edge detector to select blocks with higher edge pixels. Two reference sub-images, which are used as the point of reference for watermark embedding and extraction, have been formed from selected blocks based on the number of edges. To achieve a better trade-off between imperceptibility and robustness, multiple scaling factors (MSF) have been employed to modulate different ranges of singular value coefficients during watermark embedding process. Particle swarm optimization (PSO) algorithm has been adopted to obtain optimized MSF. The performance of the proposed scheme has been assessed under different conditions and the experimental results, which are obtained from computer simulation, verifies that the proposed scheme achieves enhanced robustness against various attacks performed. Moreover, the performance of the proposed scheme is compared with the other existing schemes and the results of comparison confirm that our proposed scheme outperforms previous existing schemes in terms of robustness and imperceptibility.

Index Terms—Lifting wavelet transform, discrete cosine transform, singular value decomposition, edge detection, particle swarm optimization.

I. INTRODUCTION

Due to the rapid advancement of digital technologies and widespread of the Internet, digital multimedia recording, storing, copying, modifying, and sharing becomes an easy task. Malicious attackers can use these technologies for illegal recording, copying, distributing or selling copyrighted valuable multimedia data of someone else without getting permission or compensating the authorized owners. Furthermore, they modify or even destroy the whole or part of the document to illegally claim ownership or prevent the information transfer to the intended recipient. Hence, protecting digital properties from unauthorized use become a critical issue to content producers and publishers that the demand for an effective data security technique is growing from time to time. Cryptography is one of the most commonly used methods for digital property protection. The content producer first encrypts the document before delivering it to the user, and the person who has a decryption key can only decrypt and access the data. However, this method fails to ensure security when the document is once decrypted. Pirates can easily purchase a legit single copy and distribute a large number of duplicated copies for a low price or for free over a shared network. Therefore, it is necessary to find another method to protect these digital media data with a more stringent way.

In recent years, the newly emerging technique called digital watermarking becomes the best alternative method to protect a copyright of multimedia data over a shared medium [1-3]. Digital watermarking is a process which embeds a watermark into host multimedia content in such a way that the embedded digital signature is extractable whenever information about the identity of the content owner is required. The embedded secret data could be visible or invisible. Invisible watermark is the most commonly used for copyright protection application. Besides to copyright protection, a digital watermarking technique has been used for many other applications such as content authentication, copy control, broadcast monitoring and tamper detection.

The existing digital watermarking techniques can be classified into numerous groups based on different criteria. Depending upon the embedding domain, they can be categorized into two: spatial domain and transform
domain techniques. Spatial domain watermarking technique embeds a watermark into a host data by modifying the pixel intensity values; whereas, transform domain technique insert a watermark by altering the values of transform coefficients. Although spatial domain watermarking techniques are easy to implement and low in computational complexity, transform domain watermarking techniques are often preferred and widely used for copyright protection application due to their ability to provide better robustness against different attacks. Discrete wavelet transform (DWT), discrete cosine transform (DCT), singular value decomposition (SVD) and Lifting wavelet transformation (LWT) are the most commonly used transforms in digital watermarking field [4-6]. To meet different watermarking requirements in the best way, hybrid transform techniques are the most preferable for watermarking schemes. Hybrid transform technique combines two or more transforms and exploits the advantage of those transforms to enhance the performance. The other classes of watermarking are text, image, audio and video watermarking which are based on the type of signal used as a cover or host document. Furthermore, watermarking techniques can be classified into fragile, semi-fragile and robust based on the ability to resist attacks, and into blind, semi-blind and non-blind depending upon the information required for watermark extraction. However, in this paper, robust and blind image watermarking scheme using a hybrid transform technique is proposed.

For copyright protection application, imperceptibility and robustness are the two major requirements that watermarking schemes are expected to fulfill and often they are used as criteria to evaluate the performance of the schemes. The term imperceptibility refers to the degree of visual similarity between an original image and its watermarked version. Generally, a watermark embedding process is accompanied with quality loss due to the added signal. However, for invisible watermarking schemes, the embedding process should leave the level of degradation unnoticeable to human observers. Peak signal to noise ratio (PSNR) is the most commonly used metric to evaluate the level of imperceptibility. A higher PSNR value indicates a higher imperceptibility. Furthermore, a good watermarking scheme should also satisfy the robustness requirement against different attacks. A watermarking scheme is said to be robust to an attack if the embedded watermark is able to resist the performed attacks and is extractable even after the attacks. Improving the robustness against attacks by preserving the visual quality is the core motivation of most existing watermarking schemes.

The remainder of this paper is organized as follows. Section II provides an extensive literature survey of related works. In Section III, the basic concepts of transforming techniques which we have adopted in the proposed scheme are explained in detail. Brief summary of PSO based scaling factors optimization processes is described in section IV. Section V illustrates the proposed watermark embedding and extraction procedure. Section VI presents experimental setup and results. Finally, our concluding remarks are presented in section VII.

II. RELATED WORKS

In the field of watermarking, designing a robust watermarking scheme which can hide information without significantly affecting the visual quality has been the major challenging problem due to the existence of two conflicting watermarking requirements, viz. robustness and imperceptibility. Thus far, different strategies have been adopted to address the issue. Among these strategies, feature extraction based image watermarking technique become more popular due to its advantages, and one of which is the ability to embed a watermark in a region of an image bearing the basic character information such as texture and edge. Edge detection based suitable region selection technique has been used extensively as the best method to improve the robustness and imperceptibility. Authors in [7] proposed a new digital image watermarking algorithm based on texture block and edge detection in the DWT in order to balance between the invisibility and robustness and improve the ability of resisting to attacks of the digital image watermark. Khoo et al. [8] proposed a robust image watermarking scheme based on the human visual system (HVS) and used edge entropy as a HVS character for selecting significant blocks to embed a binary watermark. After the first level of DWT decomposition, the SVD is performed on the low-low sub-band to modify the elements of U matrix according to predefined conditions. However, in the proposed watermark embedding process the defined threshold value (T) which was used to modify U elements could not assure the trade-off between robustness and imperceptibility unless its value is determined by using an optimization algorithm.

The other alternative approach that has been adopted to improve the performance of the watermarking scheme is choosing suitable transform techniques for watermark embedding process. Numerous watermarking schemes using different transform techniques have been proposed and available in the literature. SVD is used widely for watermarking application due to its significant advantages [9, 10]. However, most of SVD based watermarking schemes suffered from the false positive problem, in which fake watermark is detected from the content where a different watermark was embedded. W. Yongdong [11] proposed a watermarking scheme which can resist counterfeiting attack using SVD technique. Although the proposed scheme is able to solve the false positive problem, it may be vulnerable to other attacks. In [12], a novel image watermarking algorithm based on SVD has been proposed and the algorithm performs well in both security and robustness. However, to overcome the drawbacks of SVD based watermarking algorithm and improve the performance, another transform techniques such as DWT, DCT or LWT should be used together with SVD. A watermarking scheme which uses hybrid transform techniques can utilize the advantages these transforms and achieve the required goal. S. Fazli and M.
Moeini [13] proposed a digital image watermarking algorithm using DWT-DCT-SVD techniques, and the algorithm gave improved robustness against various geometric attacks. In recent years, due to its better computational efficiency and lossless decomposition, LWT becomes more popular in watermarking than traditional wavelet transforms. Moreover, LWT can map integer to integer without the rounding error; hence it can be used for lossless data hiding. Ansari et al. [14] proposed robust and false positive free watermarking scheme using LWT and SVD. The authors employed a metaheuristic optimization technique in their scheme to find the optimal value of scaling factor. Scaling factors (SF), which are used to modify the coefficients during watermark embedding process, profoundly determine the level of robustness and imperceptibility. Ramanjaneyulu et al. [15] proposed a quality guaranteed robust image watermarking algorithm using Genetic Algorithm (GA). The objective of optimization was to provide maximum possible robustness without exceeding a predefined distortion limit. The authors in [16] proposed an efficient watermarking scheme which can achieve the desired robustness level without causing significant distortion in the original image. They employed particle swarm optimization algorithm in the scheme to find the optimum multiple scaling factors.

So far, a lot of researchers across the globe have conducted different studies in the field of watermarking and they have proposed several schemes for different applications. But, still there exist some challenging gaps in the area which requires further study. The first challenge is designing a watermarking scheme which can achieve improved robustness and imperceptibility while maintaining better trade-off between them. The other is the challenge of practical implementation. Due to computational complexity and large memory requirement, some proposed schemes are infeasible and uneconomical for practical application. To address aforementioned problem and fill the existing gap, in this paper, we have proposed a new, efficient watermarking scheme which can simultaneously meet imperceptibility and robustness requirement. The scheme uses LWT to avoid rounding error and reduce computational complexity which will occur due to traditional DWT. DCT is another transform which is used to improve the robustness of the scheme against noising, compression, sharpening and filtering attacks. A binary watermark is embedded into the image by modifying the singular value using optimized multiple scaling factors. The two sub-images which are formed from blocks based on the number of edge pixels are used as a reference point for watermark embedding and extracting. Therefore, the scheme requires neither original image nor a watermark for the extraction process. Since our proposed scheme is able to achieve good imperceptibility and improved robustness and is free from false positive problem, it can be an ideal choice for copyright protection application.

III. THE MATHEMATICAL PRELIMINARIES
OF USED TRANSFORMS

A. Lifting wavelet transform

The existing proposed watermarking schemes using traditional wavelet transform have some drawbacks. Since the traditional wavelet transform is a floating point algorithm, the limited ability of a computer to process a finite word length will result in rounding error, and the process of reconstructing the exact signal becomes unattainable. Furthermore, the traditional wavelet transform technique requires sophisticated computation facilities, and this makes hardware implementation to be complex and uneconomical. To overcome the problems the lifting wavelet transform (LWT) technique has been adopted in this paper. LWT is a more flexible technique, and it was first introduced by W. Sweldens in 1995 [17]. The technique inherits multi-resolution properties of traditional wavelet transform and adds new other properties. The primary procedure of LWT involves three main operations, namely splitting, predicting and updating.

Splitting: This operation divides the original signal, \( C \) into two sample sets: even \( C_{e}(e) \) and odd \( C_{e}(o) \) sets.

\[
\begin{align*}
  C_{e}(e) &= C_{2k}, \\
  C_{e}(o) &= C_{2k+1}.
\end{align*}
\]  

Predicting: In this phase, odd samples are predicted from even samples and the difference between the odd samples, and the predicted result is taken as a high-frequency coefficient of the next level.

\[
\begin{align*}
  C_{o}^{*}(o) &= P(C_{e}(e)), \\
  C_{o}^{p}(o) &= C_{e}(o) - P(C_{e}(e)).
\end{align*}
\]  

Updating: This step produces the low-pass coefficient by adding the original even sample and the predicted odd sample after updating them using an update operator.

\[
C_{e}^{u}(e) = C_{e}(e) + U(C_{o}^{p}).
\]  

The inverse lifting wavelet transform (ILWT) is obtained by inverting the forward steps and replacing the split operator with a merge operator. In Fig. 1, the block diagram of forward and inverse lifting wavelet transform procedure is shown [18].

B. Discrete cosine transforms

Discrete cosine transform (DCT) is a well-known transform method that converts an image from a spatial domain to a frequency domain. Let 2D image of size \( M \times N \) is defined as, \( F = \{ f(x, y), x=0, 1, 2... M, y=0, 1, 2... N \} \), then formulae for forward DCT and inverse DCT can be given as:
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\[
G(u,v) = \sigma(u)\sigma(v) \sum_{x=0}^{M-1-N/2} \sum_{y=0}^{N-1} g(x,y) \cos \left(\frac{2\pi (u+1)x}{2M}\right) \times \cos \left(\frac{2\pi (v+1)y}{2N}\right),
\]
(4)

\[
g(x,y) = \sigma(u)\sigma(v) \sum_{x=0}^{M-1-N/2} \sum_{y=0}^{N-1} G(u,v) \cos \left(\frac{2\pi (u+1)x}{2M}\right) \times \cos \left(\frac{2\pi (v+1)y}{2N}\right),
\]
(5)

where \(\sigma(u), \sigma(v) = \frac{1}{\sqrt{2}}\), for \(u,v = 0\), and \(\sigma(u), \sigma(v) = 1\), for \(u=1,2,\ldots, M\) and \(v=1,2,\ldots, N\).

Fig. 2 shows the various frequency regions of 8x8 block size DCT coefficients [13]. In this proposed algorithm, we have used DCT to mitigate the limitation of SVD and improve the robustness of the scheme to noise, compression, sharpening and filtering attacks.

\[
\begin{align*}
&\text{C} \rightarrow \text{Split} \rightarrow \text{Predict} \rightarrow \text{Update} \rightarrow \text{Merge} \rightarrow \text{D} \rightarrow \text{Update} \rightarrow \text{Predict} \rightarrow \text{Merge} \rightarrow \text{C}
\end{align*}
\]

Decomposition / forward LWT

Reconstruction / inverse LWT

Fig. 1. Block diagram of lifting scheme.

\[
\text{Spatial domain} \quad \text{Transform domain}
\]

Fig. 2. DCT frequency region for 8x8 block size.

C. Singular value decomposition

From the perspective of image processing, a digital image can be viewed as a matrix such that pixels intensity values are considered as elements of the matrix. Thus, SVD which is a linear algebra technique can be used in digital watermarking due to its unique properties. SVD factorize an image \(F\) of size \(MxN\) into three unique matrices \(U, S\) and \(V\) such that,

\[
F = USV^T
\]

where \(F \in \mathbb{R}^{MxN}\), \(U \in \mathbb{R}^{MxM}\), \(S \in \mathbb{R}^{MxN}\) and \(V \in \mathbb{R}^{NxN}\). The matrix \(U\) and \(V\) are called the left and right singular vectors. Since \(U\) and \(V\) are orthogonal matrices, then

\[
\begin{align*}
U U^T &= U^T U = I, \\
V V^T &= V^T V = I.
\end{align*}
\]

(7)

The matrix \(S\) is a nonnegative diagonal matrix containing the square root of the eigenvalues of either \(U\) or \(V\), and the elements are arranged in descending order (i.e. \(s_1 \geq s_2 \geq \cdots \geq s_{MN}\)). The process of singular value decomposition begins with pre-multiplying both sides of expression (6) by \(F^T\).

\[
F^T F = (USV^T)^T (USV^T) = VS^T U^T USV^T.
\]
(8)

\[
FF^T = (USV^T)(USV^T)^T = US^T V^T VSU^T.
\]
(9)
Based on (7), \(UU^T\) and \(VV^T\) give the identity matrix \(I\) and \(S^T = SS^T = S^T\) because \(S\) is diagonal matrix.

Inserting the expression into (8) and (9) we can obtain

\[
F^TF = VS^2V^T, \\
FF^T = US^2U^T.
\]

(10)

Since the result of multiplication \(F^TF\) and \(FF^T\) is a symmetrical matrix, the problem \(F^TF = VS^2V^T\) and \(FF^T = US^2U^T\) can be solved by using Eigen-decomposition operation. For square matrix \(F\) of size \(k \times k\), if \(\lambda\) is an associated Eigenvalues then:

\[
Fv_j = \lambda v_j, \quad \text{for } j = 1,2,...,k,
\]

where, \(v\) is called eigenvector of matrix \(F\), associated with eigenvalues \(\lambda\).

Using identity matrix \(I\) of size \(k \times k\), the expression (11) can be rewritten as,

\[
Fv_j = \lambda Iv_j, \\
(F - \lambda I)v_j = 0.
\]

(12)

Equation (10) will have non-zero solution if the determinant of \((F - \lambda I)\) is equal to zero, (i.e. \(|F - \lambda I| = 0\)). Solving this equation, eigenvalues \(\lambda_{ij}\) of the matrix can be obtained. For each eigenvalues, the corresponding eigenvectors can be found by plugging back into expression (11). Singular matrix \(S\) is obtained by taking the square root of the eigenvalues and populating them diagonally in descending order. The process to calculate the right singular vector \(U\) follows the same steps as calculation of \(V\).

In this paper, we have employed block based SVD to embed a binary watermark by modifying singular values using multiple scaling factors. The following are the benefits that we can obtain when we use SVD technique in image watermarking scheme.

The visual quality of the cover image is not affected significantly due to a slight change of singular values.

Singular values have good stability and their values are rotationally invariant.

SVD can a pack large energy signal within few coefficients.

IV. PSO BASED SCALING FACTOR OPTIMIZATION

In watermarking, robustness and imperceptibility highly depend on the quantity of signal embedded. Scaling factors which are used to modulate the coefficients during watermark embedding can control the quantity. Therefore, the problem of finding suitable scaling factors, which can give optimum performance and maintain the trade-off between imperceptibility and robustness, can be viewed as an optimization problem.

However, some authors use a trial-and-error method to set the value of these scaling factors. Indeed, suitable optimized scaling factors can be obtained using metaheuristic optimization algorithms. For robustness \(R\) and imperceptibility \(Q\), the optimization problem can be defined as,

\[
\begin{align*}
\text{Maximize : } & R(\alpha_k), \\
\text{Maintaining : } & Q(\alpha_k) \geq Q_{th},
\end{align*}
\]

(13)

where \(\alpha_k\) is scaling factors and \(Q_{th}\) is a user defining quality threshold. Putting the above objectives into consideration, we have formulated the fitness function (ff) as follows.

\[
ff = \text{Max} \{ \text{PSNR}(F, F_w) + \gamma \sum_{i=1}^{n} \text{NCC}(W, W_i) \},
\]

(14)

where PSNR (.) and NCC (.) are metrics to measure imperceptibility and robustness respectively, and their definition is presented in section VI. \(F\) and \(F_w\) are an original host image and a watermarked image respectively; while \(W\) and \(WE\) are an original watermark and extracted watermark respectively.

In this paper, we have used particle swarm optimization (PSO) to find optimized scaling factors that can provide the best compromise between robustness and imperceptibility. PSO algorithm was first developed by Eberhart and Kennedy in 1995 [19]. The algorithm starts a searching process by initializing particles randomly having position, \(x_i(t)\) and velocity, \(v_i(t)\). Then, the quality of each particle is evaluated using a fitness function (also known as objective function), and based on their fitness score both personal best (pbest) and overall global best (gbest) are determined. Until the predefined stopping conditions are satisfied, the algorithm continues searching the optimum value by updating the velocity and position using formulae,

\[
v_i(t+1) = \omega v_i(t) + C_{1} rand (p_{best} - x_i(t)) + \\
C_{2} rand (g_{best} - x_i(t)),
\]

(15)

\[
x_i(t+1) = x_i(t) + v_i(t+1),
\]

(16)

where \(\omega\) is inertia weight which determines the step size and \(C1\) and \(C2\) are learning factors which determine the effectiveness of local and global learning. The term ‘rand’ refers to an operation which randomly generates numbers between 0 and 1. In Fig. 3, the flowchart of PSO based solution searching and objective value calculation is shown.

V. PROPOSED WATERMARKING SCHEME

Digital image watermarking scheme based on feature detection based reference sub-image forming technique becomes a popular strategy to improve the performance of the scheme and enables designers to select the best region (or blocks) of the image for watermark embedding.
The blocks having the desired feature are used as a reference point for watermark embedding and extraction. There exist different feature extracting methods, and in this study, we have used canny edge detector due to its superior performance in edge detection. Thus, a watermarking scheme using edge detection based reference sub-image (EDBRI) forming technique is proposed. A flowchart of EDBRI forming technique is shown in Fig. 4, and from the figure, we can observe that two sub-images are formed from selected significant blocks. The first sub-image, which is formed from blocks having largest number edge pixels, is used as a region for watermark embedding and the other one is used as a reference point for watermark extraction. After the watermark is embedded, the watermarked image can be obtained by merging the sub-images and placing the blocks back to their original place using blocks position indexes ($P_k$) as keys.

### A. Proposed watermark embedding procedure

The proposed watermark embedding algorithm takes a host image, $F$ of size $M \times N$ and binary watermark $W$ of size $h \times l$ as an input and gives watermarked image $F_W$ as an output. The steps involved in the proposed watermark embedding process are given as follows.

1. **Step1**: Form reference sub-images $F_H^H$ and $F_H^L$ using the discussed procedure.
2. **Step2**: Perform LWT operation on the sub-images.

\[
\begin{align*}
(A_{H}^{H}, H_{H}^{H}, V_{H}^{H}, D_{H}^{H}) &= \text{LWT}(F_{H}^{H}), \\
(A_{H}^{L}, H_{H}^{L}, V_{H}^{L}, D_{H}^{L}) &= \text{LWT}(F_{H}^{L}),
\end{align*}
\]  

![Fig.3. Flowchart for PSO based solution searching and objective value calculation.](image-url)
where, $A$, $H$, $V$ and $D$ represent approximation, horizontal, vertical and diagonal sub-bands of the sub-images respectively.

Step 3: Apply block based DCT on approximation sub-band coefficients using block size of 4×4.

$$
\begin{align*}
A_{DCT1}^{rf(m,n)} &= DCT(A_H^{rf(m,n)}), \\
A_{DCT2}^{rf(m,n)} &= DCT(A_L^{rf(m,n)}).
\end{align*}
$$

(18)

Step 4: Factorize DCT coefficient using SVD operation.

$$
\begin{align*}
U^{rf(m,n)} S^{rf(m,n)} V^{rf(m,n)} &= SVD(A_{DCT1}^{rf(m,n)}), \\
U^{rf(m,n)} S^{rf(m,n)} V^{rf(m,n)} &= SVD(A_{DCT2}^{rf(m,n)}).
\end{align*}
$$

(19)

Using multiple scaling factors (MSF) to modulate different ranges of selected coefficients significantly improve the performance of the scheme than a single scaling factor (SSF). A coefficient falling in a particular interval is modified by a corresponding scaling factor, and the procedure which we have used to determine the intervals are presented as follows.

![Flow chart of edge detection based reference sub-image (EDBRI) forming technique](image)

Take singular value matrices $S^H_{rf(m,n)}$ and $S^L_{rf(m,n)}$, and compute the difference and store the value in array $D(m,n)$.

$$
D(m,n) = |S^H_{rf(m,n)}(i,j) - S^L_{rf(m,n)}(i,j)|,
$$

(20)

where $i=j=1$ and $(m,n)$ refer to row and column indices of sub-image blocks.

Find the maximum and minimum value of $D(m,n)$ and divide the values of the array into $q$ number of non-overlapping sub-ranges ($r_k$) so that the corresponding scaling factor ($\alpha_k$) can be used for coefficient modification.

$$
\begin{align*}
D_{max} &= \max(D(m,n)), \\
D_{min} &= \min(D(m,n)), \\
d &= (D_{max} - D_{min}) / q, \\
r_k &= (k-1)d, (kd)), \text{ for } k = 1, 2, \ldots, q.
\end{align*}
$$

(21)

For the completion of embedding process $q$ numbers of scaling factors are needed. In this paper, we have used five scaling factors ($k=1,2,\ldots,5$) such that $\alpha_k > \alpha_{k+1}$.

Step 5: Once an appropriate scaling factor for each interval is obtained, the binary watermark bits can be embedded by modifying singular values using the rule,
where, $i=j=1$ and $\alpha = \alpha_k$ if the magnitude

$$S_{Hf,m(n)}^H(i,j) - S_{f,m(n)}^H(i,j)$$

is in the interval $r_k$.

Step6: Perform inverse SVD operation to obtain watermarked blocks $B_{Hf,m(n)}^H$.

$$B_{Hf,m(n)}^H = U_{Hf,m(n)}^H \times S_{Hf,m(n)}^H \times V_{Hf,m(n)}^H.$$  \quad (23)

Step7: Apply inverse DCT and merge the blocks to get watermarked approximation coefficient $A_{Hf,m(n)}^H$.

Step8: Apply inverse LWT to obtain watermarked sub-image

$$F_{Hf,m(n)}^H = ILWT(A_{Hf,m(n)}^H, H_{f,m(n)}^H, V_{Hf,m(n)}^H, D_{Hf,m(n)}^H).$$ \quad (24)

Step9: Finally a watermarked image $F_w$ is obtained by merging the two sub-images and placing the blocks back to their original position using key $PK$.

Proposed watermark extraction procedure

The propose watermark extraction process requires only a watermarked image and keys $PK$ as an input for the watermark extraction process. The steps of the proposed watermark extraction procedure are given as follows.

Step1: Take an attacked watermarked image and form reference sub-images using position key $PK$.

Step2: Perform 1-level LWT.

$$\begin{bmatrix} A_{Hf,m(n)}^{H*} & H_{f,m(n)}^{H*} & V_{f,m(n)}^{H*} & D_{f,m(n)}^{H*} \end{bmatrix} = LWT(F_{f,m(n)}^{H*}),$$

$$\begin{bmatrix} A_{Lf,m(n)}^{L*} & H_{f,m(n)}^{L*} & V_{f,m(n)}^{L*} & D_{f,m(n)}^{L*} \end{bmatrix} = LWT(F_{f,m(n)}^{L*}).$$ \quad (25)

Step3: Divide $A_{Hf,m(n)}^{H*}$ and $A_{Lf,m(n)}^{L*}$ into non-overlapping blocks and perform DCT.

$$\begin{bmatrix} A_{Hf,m(n)}^{DCT}\downarrow \downarrow & A_{Lf,m(n)}^{DCT}\downarrow \downarrow \end{bmatrix} = DCT(\begin{bmatrix} A_{Hf,m(n)}^{H*} & A_{Lf,m(n)}^{L*} \end{bmatrix}).$$ \quad (26)

Step4: Factorize DCT coefficients using SVD,

$$\begin{bmatrix} U_{Hf,m(n)}^{H*} & S_{Hf,m(n)}^{H*} & V_{Hf,m(n)}^{H*} \end{bmatrix} = SVD(A_{Hf,m(n)}^{DCT}\downarrow \downarrow),$$

$$\begin{bmatrix} U_{Lf,m(n)}^{L*} & S_{Lf,m(n)}^{L*} & V_{Lf,m(n)}^{L*} \end{bmatrix} = SVD(A_{Lf,m(n)}^{DCT}\downarrow \downarrow).$$ \quad (27)

Step5: Finally, Extract the watermark using the rule,

$$W_{f,m(n)}^{W} = \begin{cases} 1, & \text{if } S_{f,m(n)}^{H*}(i,j) \geq S_{f,m(n)}^{L*}(i,j), \\ 0, & \text{otherwise.} \end{cases}$$ \quad (28)

VI. EXPERIMENTAL RESULTS AND DISCUSSION

This section presents the experimental setup and a series of tests that have been conducted to assess the performance of the proposed schemes. We have used Matlab software to implement the scheme. Different standard grayscale images of size 512×512 have been used as test images. Fig. 5 shows the test images and watermark logos. A binary watermark of size 32×32 is inserted into the host image using the proposed watermark embedding procedure, and the performance of the scheme under various conditions has been evaluated using imperceptibility and robustness criteria. To achieve the highest possible robustness while maintaining the imperceptibility within an acceptable level, multiple scaling factors (MSF) have been used to modify the coefficients during watermark embedding, PSO algorithm is used to find suitable scaling factors. In this study, the PSO parameters $C_1$ and $C_2$ were set to be 2, and the value of the inertia weight $w$ was made to vary adaptively depending on the iteration. Furthermore, due to computational time burden, the number of particles and iteration were set to be 20 and 100 respectively. The objective of optimization is to maximize the robustness, while keeping the imperceptibility above pre-defined level (i.e. 40 dB).
Currently, there are several metrics to measure the degree of similarity between the original and watermarked image. However, Peak Signal to Noise Ratio (PSNR) is the most widely used method. For an original host image $F$ and watermarked image $F_W$ of size $M \times N$, PSNR can be defined as,

$$PSNR = 10 \log_{10} \frac{255^2}{\frac{1}{MN} \sum_{x=1}^{M} \sum_{y=1}^{N} (F_W(x,y) - F(x,y))^2} \text{dB}. \quad (29)$$

Obtaining higher value of PSNR shows that the watermarking scheme can provide a good quality watermarked image which looks nearly identical to the original image. In the field of watermarking, the minimum acceptable PSNR value is 38dB [18]. In Fig. 6, watermarked Lena, mandrill, pepper and man images are shown. Their corresponding PSNR values are presented in Table 1. As we can observe, both watermarked and original images are visually identical and the obtained PSNR results also prove that the proposed scheme satisfies the preset imperceptibility requirements.

In addition to the five test images, we have also used fifty different standard images to further assess the quality performance of the proposed scheme. In Fig. 7 a plot of PSNR values is shown. From the figure we can observe that the proposed scheme is able to provide higher PSNR results and this confirms that the scheme gives better quality watermarked images regardless of image types.

<table>
<thead>
<tr>
<th>Images</th>
<th>Lena</th>
<th>Mandrill</th>
<th>Pepper</th>
<th>Man</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>46.5085</td>
<td>46.0012</td>
<td>45.9021</td>
<td>45.9726</td>
</tr>
</tbody>
</table>

Fig. 6. Watermarked images. (a) Lena (b) mandrill (c) pepper (d) man.
For copyright protection application, robustness is a key requirement that designers should consider while developing a new watermarking scheme. The term robustness refers to the ability of the embedded watermark to resist different attacks. An image processing techniques which can degrade or destroy the embedded watermark are considered as an attack, and in this paper, we have applied eighteen different types of attacks on the watermarked images to evaluate the robustness level of the proposed methods. The attacks are: noise addition (Gaussian white noise, salt & pepper noise, poison noise, and speckle noise), filtering attacks (median filter, average filter, Gaussian low-pass filter, Weiner filter), geometric attacks (rotation attack, cropping attack, resizing attack and row-column blanking attack) and other attacks (histogram equalization, gamma correction, JPEG compression, camera motion, least bit removing and sharpening attack). For the sake of convenience, in the latter sections, these attacks are identified as GNA, SPNA, PNA, SNA, MFA, AFA, GLPFA, WFA, RTA, CRA, RSA, RCBA, HEA, GCA, JPCA, CMA, LBRA, and ISRA respectively. Fig. 8 shows the attacked watermarked Lena images using different attacks.

The existence of the embedded watermark resisting applied attacks is checked by extracting the watermark from the attacked images using the proposed extracting procedures. In Fig.9, extracted watermarks from the attacked watermarked images are shown. From the figures, we can notice that the proposed method could give good quality extracted watermark image against all the attacks except the rotation attack. The quality of the extracted watermark can be measured using many metrics. In this work, we have adopted the normalized correlation coefficient (NCC) to measure the robustness by evaluating the degree of similarity between the original and extracted watermarks after an attack. For an original watermark W and extracted watermark WE of size h×l, the NCC can be calculated as,

$$NCC = \frac{\sum_{i=1}^{h} \sum_{j=1}^{l} (W(i, j) - \mu)(W_E(i, j) - \mu_E)}{\sqrt{\sum_{i=1}^{h} \sum_{j=1}^{l} (W(i, j) - \mu)^2} \sqrt{\sum_{i=1}^{h} \sum_{j=1}^{l} (W_E(i, j) - \mu_E)^2}}, \quad (30)$$

where $\mu$ and $\mu_E$ represent the mean of original and extracted watermark respectively.

When the NCC value is closer to 1 for a given applicable attack, then the scheme is said to be robust against this attack. In general, the robustness of the scheme is at an acceptable level if the NCC value is equal to 0.75 or higher [18]. In Table 2, the level of transparency and robustness achieved under different attack conditions are presented in terms of PSNR and NCC respectively. From the results, we can observe that the maximum NCC value obtained is 1 and the minimum is 0.7133 which is for the rotation attack. Furthermore, all obtained PSNR values are greater than the minimum acceptable level and this shows that the proposed scheme achieves a better trade-off between robustness and imperceptibility. Compared to single scaling factor (SSF), using multiple scaling factors (MSF) for watermarking scheme gives improved NCC and PSNR. The optimized scaling factors (MSF) for JPEG compression attack are given in Table 3.

The watermarked image further compressed by compression rates of 10,20,30,40,50,60,70,80,90, and 95 to evaluate the robustness of the scheme to JPEG compression attack. Fig. 10 depicts the plot of NCC results versus quality factors. From the plot, we can observe that the proposed scheme is able to score good NCC result even for lowest compression rate and this illustrates that the proposed scheme is efficient and robust to JPEG attack. We have compared our proposed method with other existing schemes [16, 20] to assess the performance level, and the comparison results are presented in Table 4 and Fig. 11. The results given in Table 4 clearly show that of the proposed scheme is able to provide improved NCC value compared to the other two schemes. This verifies that the proposed scheme maintains a better balance between robustness and imperceptibility and outperforms previous schemes for all attacks performed except the rotation attack.
<table>
<thead>
<tr>
<th>Attacks performed</th>
<th>Extracted watermarks from host images</th>
<th>Using SSF</th>
<th>Using MSF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lena</td>
<td>Mandrill</td>
</tr>
<tr>
<td></td>
<td>WM₁</td>
<td>WM₂</td>
<td>WM₁</td>
</tr>
<tr>
<td>Attack free (ATF)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>Gaussian Noise attack (GNA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(µ=0, v=0.001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salt &amp; pepper noise attack (SPNA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(D=0.02)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median filter attack (MFA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(3x3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histogram Equalization attack (HEA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>Gamma correction attack (GCA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(γ=0.925)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cropping attack (CRA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(25% cropped)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rotation attack (RTA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(5°)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPEG compression attack (JPCA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(QF=70%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average filter attack (AVFA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(3x3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian low pass filter (GLPFA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(3x3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camera motion attack (CMA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(len=9, θ=0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Least bit removing attack (LBRA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(LSB removed)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image sharpening attack (SRA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>Resizing attack (RSA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(512→256→512)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wiener filter attack (WFA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(3x3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poison noise attack (PNA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>Speckle noise attack (SNA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
<tr>
<td>(µ=0, v=0.04)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Row-Column blanking attack (RCBA)</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
<td>🔒AU 🔒AU</td>
</tr>
</tbody>
</table>

Fig. 9. Extracted watermarks from Attacked watermarked images using Proposed Algorithm.
Table 2. PSNR and NCC result obtained from simulations using WM).

<table>
<thead>
<tr>
<th>Attacks</th>
<th>PSNR and NCC obtained using proposed Algorithm</th>
<th>PSNR and NCC obtained using PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lena PSNR</td>
<td>Lena NCC</td>
</tr>
<tr>
<td>AF</td>
<td>45.5017</td>
<td>0.9969</td>
</tr>
<tr>
<td>GNA</td>
<td>43.16644</td>
<td>0.9867</td>
</tr>
<tr>
<td>SPNA</td>
<td>42.2956</td>
<td>0.9743</td>
</tr>
<tr>
<td>MFA</td>
<td>42.81885</td>
<td>0.9523</td>
</tr>
<tr>
<td>HEA</td>
<td>44.03595</td>
<td>0.9518</td>
</tr>
<tr>
<td>GCA</td>
<td>44.47487</td>
<td>0.9953</td>
</tr>
<tr>
<td>CRA</td>
<td>44.96997</td>
<td>0.9671</td>
</tr>
<tr>
<td>RTA</td>
<td>44.53768</td>
<td>0.7133</td>
</tr>
<tr>
<td>JPCA</td>
<td>43.43962</td>
<td>0.9978</td>
</tr>
<tr>
<td>AVFA</td>
<td>42.41549</td>
<td>0.9961</td>
</tr>
<tr>
<td>GLPFA</td>
<td>43.09612</td>
<td>0.9977</td>
</tr>
<tr>
<td>CMA</td>
<td>44.46667</td>
<td>0.8867</td>
</tr>
<tr>
<td>LBRA</td>
<td>44.50285</td>
<td>0.9932</td>
</tr>
<tr>
<td>SRA</td>
<td>44.97714</td>
<td>0.9947</td>
</tr>
<tr>
<td>RSA</td>
<td>44.3489</td>
<td>0.9969</td>
</tr>
<tr>
<td>WFA</td>
<td>42.87331</td>
<td>0.9984</td>
</tr>
<tr>
<td>PNA</td>
<td>43.03124</td>
<td>0.9947</td>
</tr>
<tr>
<td>SNA</td>
<td>42.52919</td>
<td>0.9111</td>
</tr>
<tr>
<td>RCBA</td>
<td>43.5521</td>
<td>0.9288</td>
</tr>
</tbody>
</table>

Table 3. Optimized multiple scaling factors obtained from PSO for cover image Lena, Baboon and pepper and man.

<table>
<thead>
<tr>
<th>Cover image</th>
<th>PSNR</th>
<th>NCC (JPCA, QF=50)</th>
<th>Optimized MSF [αk] for different ranges</th>
<th>a_1</th>
<th>a_2</th>
<th>a_3</th>
<th>a_4</th>
<th>a_5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>43.86933</td>
<td>0.9940</td>
<td>0.95070, 0.9641</td>
<td>0.9782</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mandrill</td>
<td>44.28311</td>
<td>0.9959</td>
<td>0.95070, 0.9641</td>
<td>0.9817</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pepper</td>
<td>43.09612</td>
<td>0.9916</td>
<td>0.95070, 0.9641</td>
<td>0.9819</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>42.41549</td>
<td>0.9937</td>
<td>0.95070, 0.9641</td>
<td>0.9833</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. The comparison results of the proposed method with other existing methods in terms of NCC.

<table>
<thead>
<tr>
<th>Attacks performed</th>
<th>Attack level</th>
<th>Existing methods</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFA</td>
<td>Window</td>
<td>V.S.Verma et al. [20]</td>
<td>0.9782</td>
</tr>
<tr>
<td></td>
<td>(3x3)</td>
<td>TT.Takore et al. [16]</td>
<td>0.9817</td>
</tr>
<tr>
<td>AVFA</td>
<td>Windows</td>
<td>0.9766</td>
<td>0.9980</td>
</tr>
<tr>
<td>GLPFA</td>
<td>0.9845</td>
<td>0.9833</td>
<td>0.9987</td>
</tr>
<tr>
<td>SRA</td>
<td>0.9297</td>
<td>0.9861</td>
<td>0.9859</td>
</tr>
<tr>
<td>HE</td>
<td>0.9727</td>
<td>0.9972</td>
<td>0.9942</td>
</tr>
<tr>
<td>GNA</td>
<td>Variance</td>
<td>0.8555</td>
<td>0.9075</td>
</tr>
<tr>
<td>SPNA</td>
<td>D</td>
<td>0.7464</td>
<td>0.9879</td>
</tr>
<tr>
<td>JPCA</td>
<td>QF</td>
<td>0.8789</td>
<td>0.8983</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.9414</td>
<td>0.9532</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.9922</td>
<td>0.9864</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.8925</td>
<td>1</td>
</tr>
<tr>
<td>RSA</td>
<td>Ratio</td>
<td>0.9844</td>
<td>0.9987</td>
</tr>
<tr>
<td>CRA</td>
<td>Degree</td>
<td>0.9336</td>
<td>0.9746</td>
</tr>
<tr>
<td>RTA</td>
<td>0.8564</td>
<td>0.7152</td>
<td>0.7728</td>
</tr>
</tbody>
</table>
The overall experimental results which are presented in this section confirm that the proposed scheme satisfies the imposed watermarking requirements and achieves enhanced performance which makes it more preferable for the use of various multimedia security applications.

VII. CONCLUSIONS

In this paper, a new robust and imperceptible digital image watermarking scheme using the LWT, DCT, and SVD is proposed. The scheme used edge detection based reference sub-image forming technique to select the best region of the image for watermark insertion. Optimized MSF, which can achieve the best trade-off between imperceptibility and robustness, is obtained from PSO algorithm. A maximum number of attacks have been performed on watermarked images to assess the level of robustness and the obtained experimental results verify that the proposed method provides the best PSNR and NCC value for the attacks performed. Two other existing schemes have been considered for comparison and the obtained results confirm that the proposed method gives significantly improved robustness and imperceptibility compared to the other reported methods.
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