Tracking of Moving Object Using Centroid based Prediction and Boundary Tracing Scheme
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Abstract—Object tracking has always been a hotspot in the field of computer vision and has myriad applications in the real world. A major problem in this field is that of the successful tracking of a moving object undergoing occlusion in its path. This paper presents centroid based tracking scheme of a moving object without any apriori information of its shape or motion. Once the boundary of the object of interest is obtained, the centroid is calculated from its first order moments. This centroid is further utilized to detect the partial occlusion of test object by some other still or moving object in image frame. In case occlusion is detected, the new centroid location of moving object is predicted for subsequent video frames. The proposed algorithm is able to successfully detect moving object undergoing partial or total occlusion. Experimental results of our algorithm are compared with a popular tracking technique based on Mean Shift tracking algorithm.

Index Terms—Contour based tracking, Linear Prediction, Mean Shift, Object location.

I. INTRODUCTION

Object tracking is defined as the process of locating the position of a moving object or multiple objects in successive video frames. It has numerous applications, some of which are: robot vision, video surveillance, video inpainting, traffic monitoring, animation [1]-[3]. Video tracking is a time consuming procedure because of the size of the data that is contained in the video. Moreover, change in orientation of the moving object over time, noise in the images, loss of evidence caused by estimation of 3D realm on 2D images adds to the complexity of the problems encountered in this field.

Object tracking is one of the recent applications of computer vision. Object tracking can be based on three basic approaches, namely, contour based [4], [5], region based [6] and optical flow based [7], [8]. Region-based technique performs background subtraction preceded by the optical flow measurement. Background subtraction helps in detecting moving objects by subtracting the estimated background from images. However, this method is sensitive to illumination changes. Active contour based approach is used for finding object boundary from an image. In the contour based tracking algorithm, the objects are tracked by considering their outlines as boundary contours. Thereafter these contours are updated dynamically in successive frames. This approach has been widely adopted in object tracking because the boundary-based features provide reliable information independent of the motion or shape of object. One of the most frequently encountered problems is the improper or entire occlusion of the object by an obstruction between the camera and the moving object. Occlusion can be of multiple types, on the basis of degree of occlusion, partial occlusion, in which only a part of the object is invisible at any particular time, and complete occlusion, in which the object is completely invisible at some point in time. Another type of occlusions can be still occlusion and moving occlusion. In case of still occlusion, object is occluded by a still object such as tree or an electric pole, whereas, moving occlusion occurs due to another object moving in same or opposite direction of object being tracked, such as cars or other vehicles. Fakunaga and Hostetter in 1975, proposed Mean-shift (MS) object-tracking Approach [9], [10]. The algorithm creates a confidence map based on the color histogram of the object in the previous image, into the new image. It then uses mean shift to determine the peak of the confidence map near the object’s location. However mean shift algorithm fails to track object in case of occlusion by a still or moving object.

In this paper a contour based method is proposed which utilizes linear prediction, in which the centroid of the target object is determined using boundary of that object. The linear prediction method serves its purpose only when occlusion of object occurs. The centroid, thus calculated is then used to track the object in the subsequent frames.

This paper is structured in the following manner: section II presents the pre-processing of video which is divided into two subsections namely background subtraction and determination of object boundary. Section
III consists of the explanation of proposed tracking mechanism under various conditions of occlusions. In section IV experimental results are presented followed by conclusion in section V.

II. PREPROCESSING OF VIDEO

The diagram shown in Fig. 1 represents the flow of the proposed algorithm for tracking a moving object. It is observed that the objects of interest that are to be tracked change position in a frame from time to time. This necessitates the need to have a moving object detection framework.

The major steps followed are background subtraction, boundary detection and prediction of centroid under partial and complete occlusion. Each processing step is explained in detail in following subsections.

A. Background Subtraction

Background subtraction, is a technique in the area of image processing and computer vision wherein the foreground object is extracted from an image for further processing in various applications such as object recognition, object tracking etc. Generally the objects of interest in an image frame are humans, cars etc. in different types of background.

In order to differentiate the moving object from the background generally there are three methods: optical flow analysis, Frame differencing, and background subtraction [11]-[13]. Frame differencing technique computes the difference between two or three consecutive frames, and thresholds the differential image for detecting foreground. Optical flow is used to distinguish object of interest from background, different sections of same object or different moving objects. However, optical flow technique is computationally complex. Background subtraction extracts the object by modeling the background and subtracting frame images from it.

In this paper, frame difference method is followed to detect the moving objects. The current frame is subtracted from the previous frame, and if the difference in pixel values for a given pixel exceeds a predefined threshold value then it is considered as part of the object of interest [14].

The reference background image \( b_j \) can be obtained by using a \( f^j \) frame which is not containing the object of interest. The foreground pixels are obtained by taking the absolute difference \( d_i \) of \( f^j \) frame \( f_i \) which contains the object of interest and a reference background image frame \( b_j \).

\[
d_i = |f_i - b_j|
\]  

Here both the frames are of size \( N \times M \). The frame thus obtained, is converted into binary by calculating the global threshold level of the gray scale image.

\[
d'_k(x,y) = \begin{cases} 
1 ; & \text{if } d_k > T \\
0 ; & \text{otherwise}
\end{cases}
\]

All the pixels above this threshold are taken as ‘1’ and those below threshold are taken as ‘0’. The binary image is then smoothened by a Gaussian filter.

![Fig.1. Block diagram of proposed technique for tracking the moving object in a video](image)

B. Boundary tracking

Before initializing the tracker the outline of image is obtained using boundary tracking. An important way of representing a boundary is the so called parametric representation. Normally, the parametric representation of this boundary is obtained by initially defining an arbitrary starting point and traversing the boundary from this point onwards in a clockwise or counterclockwise direction. One of the widely used techniques is 8-neighborhood boundary tracking algorithm or Moore neighborhood tracing method [15].

The proposed boundary tracking method is slightly different from the traditional 8-neighbour tracing method. The detail of technique is explained as follows:

1. First, an initial point belonging to the boundary of the object must be selected. A simple approach to implement this initial step is to start from the frame from where we wish to start tracking and which has the object of interest completely visible.

2. The image frame is traversed row wise and the first black pixel is assigned as the starting pixel of the boundary, as shown in Fig. 2.
3. After identifying the black pixel, the algorithm circumnavigates the object until the starting pixel is revisited, indicating the completion of the task. In the proposed technique the 8-neighbour chain code method is followed, as can be seen in Fig. 3.

4. Once the starting pixel has been found, a search for the next neighboring pixel is carried out by placing the mask of 8-neighbour chain code in such a way that its central position lies over the current boundary pixel. The next pixel will be one of the neighbors labeled 0, 1...7.

5. In the initial case, where the current boundary pixel is the starting pixel, the algorithm only tests the neighbors 0, 1, 2, and 3. The other neighbors should not be tested since they have already been verified during previous line search (see Fig. 4). The scanner chooses the first black pixel as candidate 0 and carries forward till 3.

6. After the second boundary pixel is found, the algorithm proceeds to track along the boundary in an analogous, but slightly different manner. The algorithm needs two important variables at each step: the second boundary pixel, denoted by \( E[n] \) and the direction followed from the previous neighbor to the current pixel, denoted by \( pcd \). The direction from the current pixel to the previous one, denoted as \( cpd \), can be calculated from \( pcd \), using function \( \text{invert}(d) \) given as

\[
\text{invert}(d) = \text{mod}(d + 4, 8)
\]

The modulus function \( \text{mod}(x,y) \) returns the remainder after the division of \( x \) by \( y \). It is now desired to find the next pixel and its direction from the current pixel (denoted by \( cnd \)). Starting from \( cpd \), the algorithm tests the neighbors (in clockwise direction) in order to find the boundary pixel candidates, which is done similar to initial step.

7. The method chooses the first candidate from the 8-neighbour chain code direction as the next pixel. Nevertheless, differently from the case, the last candidate is taken as the next boundary pixel. In the existing case, the direction \( cpd \) from the previous to the current pixel is 6, implying \( cpd = 2 \). The algorithm tests the neighbors from \( cpd = 3, 4...7 \) to \( cpd=1 \) following the 8-neighbour chain code direction. The first pixel is looked at as the candidate of the next pixel. After the completion of the given procedure, the vector \( E[n] \) will store the information of boundary pixel.

8. The above algorithm stops when it reaches the starting point again, indicating that the object has been circumvented. Finally, the object boundary can be represented by a set of serialized points in parametric form

\[
B = \{x(t), y(t)\}
\]

where \( t \) is the path length of the curve, \( x(t) \) and \( y(t) \) are \( x \)- and \( y \)-coordinates of the curve at path length \( t \). The above two sequences of values can be thought of as two discrete signals.

9. In addition, both the starting point and the tracking direction (clockwise) should be defined by convention and used in a consistent fashion. This allows the set of points that compose the parametric contour to be indexed in terms of increasing parametric values. It is worth noting that such signal representation of boundary depends on the starting point in the sense that changing such point implies a shift in signal along the parameter (i.e. \( t \)-axis).

C. Edge Detection

Once the boundary and its centroid is obtained, morphological operation [16] is applied to the binary image for edge detection. The morphological operators
implemented are dilation followed by erosion. Erosion changes each object pixel that is touching a background pixel into a background pixel. It removes isolated foreground pixels. In case of erosion, \( f(x, y) = 0 \), if there is one or more pixels of the 8 neighbors are 0 and is equal to 1 otherwise. The basic effect of the operator on a binary image is to erode away the boundaries of regions of foreground pixels.

Dilation changes each background pixel that is touching an object pixel into an object pixel. Dilation adds pixels to the boundary of the object and closes isolated background pixel. In case of dilation \( f(x, y) = 1 \) if there is one or more pixels of the 8 neighbors are 1 and is equal to 0 otherwise.

III. TRACKING FRAMEWORK

The contours of all objects present in the frame immediately after the chosen model frame are obtained. Location of center of the object of interest obtained from the model frame is passed on to the aforementioned frame. The entire contour of the object of interest is tracked which gives the perimeter of the contour \( P \) in the present frame.

Once the boundary of the object is found, the centroid of the object is obtained using the image moments [17], given by equation

\[
\bar{x} = \frac{M_{10}}{M_{00}}; \quad \bar{y} = \frac{M_{01}}{M_{00}}
\]  
(5)

For a gray scale image with pixel intensities \( I(x, y) \), raw image moments \( M_{ij} \) are calculated by

\[
M_{ij} = \sum \sum x^i y^j I(x, y)
\]  
(6)

This centroid is the location of the object of interest in the current frame.

A. Detection of Occlusion

As can be inferred from previous explanation, that boundary detector starts from a black pixel of the moving object and captures the boundary of the object by searching black pixels line by line. As soon as another object hinders the object of interest, the boundary detector adds up the boundary of occluding object with the boundary of object being occluded. As a result, the perimeter of boundary increases. If the perimeter \( P \) obtained from the current frame exceeds by a predefined threshold value, it indicates that the object of interest has been occluded by another moving object.

B. Linear Prediction of Centroid

Linear prediction [18], [19] is a mathematical operation in which future values of a discrete time signal are gauged as a linear function of samples from the past. Linear prediction method is incorporated in the proposed algorithm to calculate the predicted value of centroid location \( \hat{C}_j \) in next coming frame of video based on the finite past measurements of the target’s centroid namely \( \{C_{j-1} ; i = 1, 2, \ldots, g \} \). The linear predictor of order \( g \) can be defined as in:

\[
\hat{C}_j = -\sum_{i=2}^{g} a_i C_{j-i} - a_2 C_{j-1} + a_3 C_{j-2} + \cdots + a_{g+1} C_{j-g}
\]  
(7)

The \( g \) prediction coefficients \( a_2, a_3, \ldots, a_{g+1} \) are chosen to minimize the mean-squared prediction error, i.e.

\[
e = E[e_j^2]
\]  
(8)

where \( e_j \) is the prediction error:

\[
e_j = C_j - \hat{C}_j = C_j + a_1 C_{j-1} + a_2 C_{j-2} + \cdots + a_g C_{j-g}
\]  
(9)

\( C_j \) is the actual centroid as determined by the Image moments method. To compute the prediction coefficients linear prediction method computes the least square solutions to

\[
Ca = b
\]

Where

\[
C = \begin{bmatrix}
C(1) & \cdots & 0 \\
C(2) & \cdots & \ddots \\
0 & \cdots & \cdots & C(1) \\
0 & \cdots & \cdots & \cdots & C(2) \\
\vdots & \ddots & \cdots & \cdots & \ddots \\
0 & \cdots & \cdots & \cdots & \cdots & C(g + 1)
\end{bmatrix}
\]  
(11)

\[
a = \begin{bmatrix}
a_2 \\
\vdots \\
a_{g+1}
\end{bmatrix}; \quad b = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]  
(12)

Least squares problem is solved via the normal equations

\[
CHa = CHb
\]  
(13)

where \( CH \) is the complex conjugate of \( C \) matrix. This results in Yule-Walker equations:

\[
\begin{bmatrix}
R(1) & R(2) & \cdots & R(g) \\
R(2) & R(1) & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
R(g) & \cdots & R(2) & R(1)
\end{bmatrix}
\begin{bmatrix}
a_2 \\
a_3 \\
\vdots \\
a_{g+1}
\end{bmatrix}
\]
Where \( R = [R(1) \ R(2) \ \ldots \ R(g + 1)] \) is an autocorrelation estimate for \( C \). These equations are solved by using Levinson-Durbin Recursive algorithm.

Since the boundary of object is tracked from centroid obtained by the moment of moving object, the location of centroid will get disturbed in case of occlusion. Under this circumstance, instead of considering the centroid calculated from present frame, the centroid location predicted from previous frame is utilized for the current frame. Otherwise, the calculated location is passed on to the next frame.

\[ \begin{bmatrix} -R(2) \\ -R(3) \\ \vdots \\ -R(g + 1) \end{bmatrix} \] (14)

IV. EXPERIMENTAL RESULTS

In order to verify the efficacy and accuracy of the proposed algorithm multiple real world videos containing moving objects were shot in the laboratory. The image sequences were acquired using a camera Nikon D5100 DX format RGB CMOS sensor and then the images were converted to gray scale manually. The videos are of different resolutions. In our linear predictor, we have provided data of the previous 65 frames. The size of the captured image is 320x240 pixels. In order to reduce the processing time, the color image is converted into gray scale image.

A. Tracking of object undergoing occlusion

**Still Occlusion:** In the case of a still occlusion, background subtraction results in the removal of the occluding object from the video.

Fig. 5(a) shows the object in the video with background subtraction before the occlusion begins. In Fig. 5(b), the occlusion begins, there is one white blob in the image and the algorithm tracks the centroid of moving object derived from its contour. In Fig. 5(c), (d), part of the object has begun to appear from the left end of the occlusion. There are two blobs of occluded object. As the object moves right to left, the left blob increases in size and the right blob decreases in size. The algorithm is still able to track the centroid of the contour (of the blob) in the right half. In Fig. 5(e), the backside of the object has been completely occluded, and the tracker has jumped to the centroid of the left contour.

**B. Moving Occlusion**

In the case of moving occlusion, background subtraction does not remove the occluding object. In Fig. 6(a), the object of interest is not occluded and the tracking is performed by using the actual centroid of the object. In Fig. 6(b), the occlusion has begun; the objects have coalesced into one blob and the centroid predictor is updated with the value obtained from the linear predictor instead of the calculated value. This happens because the perimeter of the blob thus formed exceeds the threshold value above \( P \). In Fig. 6(c) - 6(e), the occluding object has crossed the object of interest. The tracker is successfully holding on to the object of interest.

Fig. 7 and Fig. 8 shows tracker using proposed and mean shift algorithm respectively (when occluding object is still). In Fig. 9 and Fig. 10, the occlusion is moving in the opposite direction from that of our object. In Fig. 11 and Fig. 12, the occlusion is moving in the same direction as that of the object. In Fig. 7, 9 and 11, we have applied the proposed algorithm and as it can be seen, the tracker has been able to track the object successfully. In Fig. 8, 10 and 12, to compare our results, we have applied the mean shift tracking algorithm, and as it can be seen, the tracker has failed to track the object successfully.

![Fig.5. (a) Object without occlusion moving right to left (b) Partially occluded object at upper right portion (c) tracker identifies the partially occluded portion of object (d) tracker identifies a very small portion of object (e) (Blue circle) tracker leaves the right occluded portion and catches the left portion of object](image-url)
Fig. 6. (a) Object without occlusion moving right to left (b) Partially occluded by object coming from right to left (c) tracker identifies the object completely occluded (d) tracker identifies the actual object (e) (Blue circle) tracker still recognizes object after the occluding object leaves the image.

Fig. 7. Tracking of object moving from right to left occluded by a pole (using proposed scheme). Blue circle represents tracker.

Fig. 8. Tracking of object moving from right to left occluded by a pole (using Mean Shift Algorithm). Tracker fails to follow the moving object occluded by still object.

Fig. 9. Tracking of object moving from right to left occluded by a moving object (using proposed Algorithm). Tracker (red circle) succeeds to follow the moving object occluded by moving object. Occlusion is moving in the opposite direction from that of our object.
V. CONCLUSIONS

The paper presented a centroid based boundary detection algorithm. The centroid is obtained from first order moment of moving object. The technique is utilised for detecting the occurrence of occlusion. In case the occlusion is detected centroid of partially or completely occluded moving object is obtained from previous frames using linear prediction. We have tested our algorithm on real world videos with different types of high degree occlusions. The results show that the algorithm has been able to successfully track the object across all the videos.

The proposed algorithm requires that there should be colour contrast between the background and the object to be tracked. However, the proposed algorithm works efficiently in the scenario when the object of interest and the occluding object are of the same colour.
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