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Abstract—Biometric science is one of the important 

applications in the pattern recognition field. There are 

several modalities used in the biometric applications, 

among these different traits we choose the iris modality. 

Therefore, this paper proposes a multi-biometric 

technique which combines the both units of the iris 

modality: the left and the right irises. The fusion 

combines the advantages of the two instances. For the 

both units of the iris, the segmentation is realized by a 

modified method and the feature extraction is done by a 

global approach (the Daubechies wavelets). The Support 

Vector Machine SVM is used to obtain scores for fusion. 

Then the scores obtained are normalized by Min-Max 

method and the fusion is performed at score level by the 

combination of two methods: a combination method with 

a classification method. The Fusion is tested using four 

databases which are: CASIAV4 database, SDUMLA-

HMT database, MMU1, and MMU2 databases. The 

obtained results have confirmed that the multi-biometric 

systems are better than the mono-modal systems 

according to their performance. 

 

Index Terms—Pattern Recognition, Multi-biometric 

System, Iris Authentication, Left Iris, Right Iris, Score-

level Fusion, Support Vector Machines. 

 

I.  INTRODUCTION 

Biometric is an application of the pattern recognition, it 

uses the different characteristics of the persons to 

recognize them. Today, it is considered as one of the best 

solutions to solve many problems of security. The 

biometric systems which use one biometric modality are 

called mono-modal systems. Whereas these systems 

present a number of disadvantages compared with the 

multi-biometric systems [1].  

Therefore, one trait biometric can’t be able to achieve 

the task of recognition. So, we need multi traits 

biometrics to authenticate or identify a person. In this 

context, the integration of the information presented by 

the various modalities can reduce some limitations related 

to the mono-modal systems [2]. The combination of 

multiple modalities biometrics improves the reliability of 

the biometric systems [3], and it can address the problem 

of universality [4]. The use of the Multi-biometric can 

also improve the accuracy of the comparison [5]. 

In this work, we propose multi-units biometrics 

approach based on score level fusion of the both irises 

(the right and the left irises). 

The present paper is organized as follows: The 

different classes of multimodal biometric systems are 

discussed in section 2. Whereas the operation modes with 

the different fusion levels of the multimodal biometric 

and the related works are illustrated in section 3 and 4. In 

section 5, the proposed methodology is shown. Both the 

fusion and the decision modules are presented in section 

6 and 7 respectively. Finally, the experimental results and 

conclusions of the work are presented in the two last 

section of the paper. 

 

II.  CLASSIFICATION OF MULTI-BIOMETRICS SYSTEMS 

The multi-biometric system integrated more than one 

biometric system for the identification or the 

authentication mode. Its goal is to reduce the limitation 

related to the use of one biometric system. So, it is used 

to identify or authenticate the persons by using multiple 

traits biometrics [6] [7]. However, the use of multiple 

elements within the same system can generate many 

scenarios. According to Ross and Jain [6], the multi-

biometric systems can be classified into six categories 

which are: 

 

(1). Multi-sensors system: In this system, there are 

several sensors which used to acquire the same 

trait biometric. For example, the 2D camera, the 

range scanner, and the IR camera are used to 

acquire the face modality in the facial recognition 

system. 

(2). Multi-algorithms system: In this type of system, 

several algorithms are used to verify the same trait 

biometric. For example, the global and the local 

features extraction methods are used for the face 

features extraction module.  

(3). Multi-units system: For this system, the 

acquisition of multiple instances of the same trait 

biometric is needed, such as the use of the both 

units of the iris modality (the left and the right 

irises) to authenticate a person. 

(4). Multi-samples system: In this system, the same 

capture is used to acquire several variants of the 

same trait biometric. For example, the front, the 

left and the right profile of the face can be 

captured in the facial recognition system.  
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(5). Multi-modal system: In this system, there are 

several traits biometric acquired by the different 

sensors. For example, the face and the iris 

modality are used to authenticate or identify the 

persons. 

(6). Hybrid system: A multi-biometric system that 

includes a subset of the five scenarios described 

above. 

 

A fusion of more than one of the six scenarios can be 

employed in the same system. However, this work is 

based on a system that follows the principle of scenario 2 

(Multi-algorithms system), combined with scenario 3 

(Multi-units system), and scenario 6 (Hybrid system). In 

fact, the system is interested in recognizing persons from 

their both irises (the principle of Multi-units, scenario 3). 

For this, the SVM was used to obtain the scores, while 

the fusion is based on the use of two methods: a 

combination method with classification method (the 

principle of multiple algorithms, scenario 2). The system 

can also be classified as hybrid as follows the principle of 

scenario 2, combined with that scenario 3. 

 

III.  FUSION LEVEL 

A multimodal biometric system uses more than one 

biometric system and it requires the acquisition and the 

processing of the biometric data. These can be done in 

three operation modes [1], which are: 

 

 Serial mode: In this operation mode, the acquisition 

and the data processing can be done sequentially. It 

is used when the different data use different 

sensors, for example, it is difficult to acquire at the 

same time the iris and the fingerprints in good 

conditions. 

 Parallel mode: the acquisition and the processing 

take place simultaneously. It is used when the 

different data use the same sensor. For example, we 

use this architecture in this work because the both 

units of the iris modality can be acquired at the 

same time. 

 Hierarchical mode: A multi-biometric system that 

includes the both modes described above.   

 

A biometric system has four modules [2]: 

 

 The sensor module: It acquired the biometric data. 

 The feature extraction module: It is responsible for 

the data processing and the extraction of the 

pertinent features of the acquired biometric data. 

 The matching module: It compared the features 

extracted against the stored templates. 

 The decision module: It made the decision to 

identify or authenticate a user.  

 

Sanderson and Paliwal [8] have classified the 

integration of information in biometric systems into two 

main classes: 

 Pre-classification fusion: The integration of the 

information can take place before the application of 

any classifiers. 

 Post-classification fusion: The information is 

combined after the decision of the classifiers has 

been obtained. 

 

Therefore, the combination of multiple biometric 

systems can be done at the following levels: 

 

(1). Pre-classification fusion: There are two levels in 

this category, which are:  

 

 Sensors level: It is the integration of the raw data 

which are obtained by the sensors. 

 Features extraction level: It is the combination of 

the different features vectors.  

 

(2). Post-classification fusion: There are four levels in 

this category, which are: 

 

 The dynamic selection of classifiers: It is the 

choice of the classifier that can give the high 

number of the correct decisions. 

 Rank level: This level is used when the result of 

the classifiers is a subset of possible 

correspondences ordered in a descending 

confidence order. 

 Scores level: It is the integration of the scores 

generated by the different matchers. 

 Decisions level: It is the combination of the 

decisions obtained by the different matchers. 

 

In this work, we chose the integration of the biometric 

data at the score level, because it is the most common 

approach and it is used in several multimodal biometric 

systems. In addition, it characterized by the rich of 

information with the ease of implementation. 

 

IV.  RELATED WORK 

The iris is one of the most accurate biometric modality. 

Therefore, the system of iris recognition is a biometric 

approach that has attracted the attention of several 

researchers such as:  

Daugman’s system [9] is based on a method of iris 

detection. He also proposed the pseudo-polar method for 

the normalization of the iris [10].The Gabor filter is used 

for the features extraction [11] and the Hamming distance 

is used for the matching step. 

Wildes method [12] is based on the use of the Hough 

transform for the segmentation. The Gaussian filter and 

the discriminate analysis components are used for the 

features extraction and the matching. 

Masek Libor method [13] is an open-source system of 

person recognition by their irises. This system is based on 

the use of the Hough transform for the segmentation. The 

Gabor filter is used for the features extraction and the 

Hamming distance is used for the decision. 
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There are also several other works for the iris 

recognition, for example we can cite: Miyazawa method 

[14] (Phase-based image matching); IriTech approach 

[15]; CASIA approach [16]; OSIRIS system [17]; Boles 

and Boashash method [18] (Edge detection and Wavelet 

Transform Zero crossing); Approach of Sanchez-Rellio 

and al. [19]; Approach of Lim and al. [20] (Haar wavelet 

and Neural Networks); Daouk and al. [21](Canny 

Operator, Circular Hough Transform, Haar wavelet, and 

Hamming distance); Li Ma and al. used in [22][23][24] 

(Hough transform, Gabor filter, and Weighted Euclidean 

distance) (Gray-level information with Canny edge 

detection, Multichannel spatial filter, and Fisher Linear 

Discriminate classification (FLD)) (Gray-level 

information, Canny edge detection, 1D Dyadic Wavelet, 

and similarity function) respectively; Noh and al.[25] (2D 

Gabor Wavelet and Independent Component Analysis 

method); Avila and Reillo [26] (Gabor filter, Discrete 

Dyadic Wavelet Transform, Multiscale Zero Crossing, 

Euclidean, and Hamming distance); Chen and Chu [27] 

(Wavelet Probabilistic Neural Network (WPNN) and 

Particle Swarm Optimization (PSO)); Yuan and He [28] 

(Eyelash Detection Method); Schonberg and Kirovski 

[29] (EyeCerts); Daugman’s method [30] (Active 

contours and generalized coordinates Iris Code); Monro 

and al. [31] (1D Discrete Cosine Transform and  

Hamming distance); Poursaberi and Araabi [32] 

(Morphological Operators with thresholds, Daubechies 2 

Wavelet, Hamming distance, and Harmonic mean); Vatsa 

and al. used in [33][34] (1D Log-Polar Gabor, Euler 

number, Hamming distance, and Directional Difference 

Matching) (Modified Mumford–Shah functional, 1D 

Log-Polar Gabor Transform, Euler numbers, and the 

Support Vectors Machine SVM) respectively; Azizi and 

Pourreza [35] (Contourlet transform and Support Vector 

Machine (SVM)); Araghi and al. [36] (Discrete  Wavelet 

and competitive Neural Network LVQ (Learning Vector 

Quantization)); Gawande and al. [37] (Zero-Crossing 1 D 

Wavelet Euler number and Genetic algorithm); Kong and 

al. [38] (Iris Code); Strzelczyk [39] (modified Hough 

Transform and boundary energy function); Kekre and al. 

[40] (Vector Quantization (VQ) and Discrete Cosine 

Transform(DCT), Linde-Buzo-Gray (LBG) algorithm, 

Kekre’s Proportionate Error (KPE) algorithm and 

Kekre’s Fast Codebook Generation  algorithm 

(KFCGA)); Shams and al. [41] (Canny edge detection, 

Hough Circular Transform, Local Binary Pattern (LBP), 

and Learning Vector Quantization Classifier (LVQ)); 

Gupta and Saini [42] (Daugman’s function, Rubber Sheet 

model, Labor Masek method, Gabor filter, and Hamming 

distance); Chirchi and al. [43] (Gazing-away eyes, 

Daugman’s system, 2D Discrete Wavelet Transform with 

Haar, and Hamming distance); Verma and al. [44] 

(Hough Transform, Daugman’s Rubber sheet model, 1D 

Log-Gabor, and Hamming distance); Tsai and al. [45] 

(Gabor filters, Possibilistic Fuzzy Matching); Suganthy 

and al. [46] (Local Binary Pattern (LBP), Histogram 

approaches, and Linear Vector Quantization (LVQ) 

classifier); Si and al. [47] (New eyelash detection 

algorithm); Costa and Gonzaga [48] (Dynamic Features 

(DFs) and Euclidean distance); Li and Savvides [49] 

(Figueire do and Jain’s Gaussian Mixture Models (FJ-

GMMs), Gabor Filter Bank (GFB), and Simulated 

Annealing (SA)); Acar and Ozerdem [50] (Texture 

Energy Measure (TEM) and k-Nearest Neighbor (k-

NN)); Mesecan  and al. [51] (Scale Invariant Feature 

Transform (SIFT) and sub-segments); Sanchez and al. 

[52] (Multi-Objective Hierarchical Genetic Algorithm 

(MOHGA) and Neural Network); Saravanan and 

Sindhuja [53] (Gabor filters, Binary Hamming distance, 

and Euclidean distance); Kumar and Srinivasan [54] 

(Multi-channel Gabor filter, Wavelet Transform, and 

Hamming distance); Chirchi and Waghmare [55] (Haar 

Wavelet and Hamming distance); Homayon [56] (Hough 

Transform, Daugman’s Rubber Sheet Model, and 

Lamstar Neural Network); Li [57] (Structure Preserving 

Projection (SPP), Maximum Margin Criterion (MMC), 

and Nearest Neighbor classification); Patil and al. [58] 

(Gray Scale Co-occurrence Matrix (GLCM), Hausdorff 

Dimension (HD), Biometric Graph Matching (BGM), and 

Support Vectors Machine (SVM)). 

 

V.  PROPOSED METHODOLOGY 

The proposed approach is based on two sub-systems: 

the first is based on the verification of the right irises 

while the second is based on the verification of the left 

irises. 

A.  Unimodal Sub-systems 

The recognition of persons by their irises is not an easy 

thing because many noises can interfere with the image of 

the iris as (reflections, eyelids, and eyelashes). The iris 

recognition methods may differ. However, they share the 

following steps: the capture, the segmentation, the 

normalization, the features extraction, and the 

comparison against the images referenced in the database. 

 

(1). Capture: The images used in this work come from 

four databases which are: CASIA V 4 [59], 

SDUMLA-HMT [60], MMU1 and MMU2 [61]. 

We will detail these databases in section 8. 

(2). Segmentation of iris: The images of the used 

databases do not only include the information of 

the iris, so it is necessary to segment the image in 

order to isolate the iris from the rest of the image. 

Several studies have been conducted in this area: 

Daugman [9] (integro-differential operator); 

Daugman [10] (Active edges and generalized 

coordinates are used, and exclusion of the 

eyelashes using a statistical inference); Wildes 

[12] (Image intensity gradient and Hough 

transform); Bole and Boashash [18] (Edge 

detection); Masek [13] (Edge detection, the canny 

filter, and the Hough transform); Ma and al. [62] 

(Hough transform) ; Ma and al. [24] (Gray-level 

information and canny edge detection); Proenca 

and Alexendre [63] (integro-differential operator); 

Vatsa and al. [34] (modified Mumford–Shah 

functional); Miyazawa and al. [14] (Iris 
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deformable model with 10 parameters); He and al. 

[64] ( approach to drawing and elastic boost); Liu 

and al. [65] (Modified Hough transform); Liu and 

al. [66] (Edge detection, the canny filter, and the 

Hough transform); Schuckers and al. [67] (integro-

differential operator and model of angular 

deformation); Ross and Shah [68] (Geodesic 

active edges); Sudha and al. [69] (the edge 

detection, the canny filter, and the Hough 

transform); Puhan and al. [70] (Fourier spectral 

density). 

 

In our work, we used a modified method of the method 

used in the Libor Masek system [13] for the iris 

segmentation step. The system Masek [13] includes a 

segmentation module based on the Hough transform 

which allows finding the parameters of simple geometric 

objects such as lines and circles. Therefore, it is used to 

localize the pupil, the iris, the eyelids and the eyelashes. 

Also, it determined the radius and the coordinates of the 

center of the pupil and the iris. The Hough transform is a 

common method that is used in several studies such as: 

[12] [13] [62] [69] [71] [72] [73] [74] [75]. 

In this work, we used the same steps used in the Masek 

system [13] for the iris segmentation, but we proposed 

that the coordinates of the center of the pupil and the iris 

are the same, so the principle of our modified method 

isn’t like the system Masek [13].  

The Masek system segment the iris in the following 

manner [13]: 

 

 Generation of the contour by using the canny 

detection algorithm. The vertical gradients to 

detect the white-iris border and the detection of the 

pupil border by the gradients vertical and 

horizontal [13]. 

 Detection of the external border (the iris) is done 

before that of the inner border (the pupil) [13]. 

 In our work, we added a step after this last step of 

the Masek system [13]: However, while we were 

applying the system Masek on the images of the 

databases [59] [60] [61], we found that there are 

several examples of incorrect iris segmentation. 

But, the points of the pupil border are well 

detected. For this reason, we have proposed that 

the two circles of the pupil and the iris are 

concentric in order to reduce the number of the 

poorly segmented iris. Therefore, we used the 

radius of the circle of the iris detected by the 

Masek system [13], and the coordinates of the 

pupil center generated by the same system for the 

generation of a new circle of the iris. So, this last 

circle has the same radius of the previously 

detected iris and the same center as the detected 

pupil, by using this method we found that the 

number of the poorly detected iris is reduced 

compared to the use of the Masek system. 

 

The other steps are the same as the Masek system [13]: 

 The Hough transform is used to detect the eyelids 

by searching for the lines on the high and the low 

of the detected iris [13]. 

 The eyelashes and the reflections are detected by 

thresholding the image to grayscale [13]. 

Fig.1 shows the segmentation of two examples of 

iris images extract from CASIA database (CASIA 

v4 interval). Column (a) is the examples that used 

the Masek system for the detection of the iris, and 

column (b) is the same examples but the detection 

of the iris is done by our modified method. 

 

        
 

        
(a)                                       (b) 

Fig.1. Examples of the iris segmentation. 

(a) Examples of poorly detected irises by the Masek system; 

(b) Examples of Iris segmentation by our modified method. 

 

(3). Normalization: The step that follows the 

segmentation module is the normalization. Its goal 

is to transform the irregular disc of the detected 

iris in a rectangular image of constant size. In this 

work, we used the same method as the Masek 

system [13]. This system includes a normalization 

module based on the normalization method 

“pseudo polar” [76]. The principle of this last 

method is assigned for each pixel of the iris in the 

Cartesian area a correspondent in the pseudo-polar 

area, and this is depended on the distance of the 

pixel from the center of the circles and the angle it 

makes with these centers. 

(4). For the both steps (the features extraction and the 

matching), the system Masek [13] used the Gabor 

filter for the features extraction and the Hamming 

distance for the matching step. In our system, we 

used for the: 

 

 Feature extraction:  The Daubechies wavelets. 

 Matching: The SVM was used. 

B.  Fusion System 

The proposed methodology is composed of two 

subsystems; the first is based on the authentication of the 

left iris while the second is based on the authentication of 

the right iris. The fusion of these two instances is 

achieved at scores level by the combination of two 

methods: a combination method with a classifier of 

classification method Chikhaoui and Mokhtari [77] in 

order to make the final decision. 
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The process used in this work to combine the two irises 

is illustrated by Fig.2: 
 

 
 

VI.  FUSION MODULE 

In this section, we will describe the proposed approach 

used for the automatic recognition of persons based on 

the fusion of their biometric characteristics which are: the 

right and the left irises. The steps used in our approach 

are: 

A.  Obtain Scores 

In our work; we have used the Support Vector 

Machines (SVM) not to give a decision, but to obtain 

scores for fusion. However, the SVM is one of the 

statistical learning methods [78] [79]. They are used for 

the classification and the regression. They seek the 

optimal separating hyper-plane and the maximal margin. 

In our case, the binary classification was used. As our 

system is a verification system, the SVM used is a binary 

SVM. During the classification by SVM method, the 

choice of the kernel function is the very important step. 

Among the different kernel functions that exist, we chose 

to use the linear function. According to Ben-yacoub [80], 

this function gives good results for the data integration. 

At this level, we have two scores, a score for the left 

iris, and the second represents the score of the right iris. 

B.  Normalized Scores 

The normalization process is an essential step in the 

multimodal fusion. It transforms the mono-modal scores 

in a comparable range. There are several normalization 

techniques such as Min-Max, Z-score, and Tanh [5]. 

C.  Scores Fusion 

A scores fusion system consists of two modules: the 

fusion module and the decision module. There are two 

approaches to fusing the scores obtained by the different 

systems. The first one considers the subject as a 

combination problem, where the scores obtained by each 

mono-modal system must be normalized before the 

fusion module [5], while the second approach treats the 

problem as a classification problem [81]. Jain and al. [5] 

have shown that the combination approaches are more 

efficient than the classification methods [5] [2]. 

In this work, a fusion technique, combining two 

approaches, namely combination, and classification, is 

proposed. The two approaches will be presented and 

detailed hereinafter. 

 

(1). Combine scores: Kittler and al. [82] combined the 

scores obtained by different systems using: the 

sum rule, the product rule, the maximum rule, the 

minimum rule and the median rule. In our work, 

the four rules (sum, product, min, and max) were 

combined with the classification method [77] to 

fused the scores of the both units of the iris 

modality and the results are detailed in section 8. 

In the combination approach, the mono-modal 

scores are combined to form a single score which 

is then used to take the final decision. The 

combined scores are compared with a threshold to 

take the decision, but in our approach, we have 

considered the problem as a classification problem. 

So, the combined scores are used as inputs of the 

classification method Chikhaoui and Mokhtari [77] 

which will be detailed in the next step. 

(2). Classify the combined scores: The combined 

scores obtained in the previous step are classified 

by using a separable classification method [77]. 

This method is based on the supports vector 

machines (SVM). It is a simple method to 

determine the hyper-plane that separates the two 

classes of examples so that the distance between 

these two classes is maximal. This method 

constructed differently the optimal hyper-plane 

and the maximum margin compared to SVM [77]. 

The result of the SVM modeling is a maximization 
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of a concave quadratic program. This concave 

quadratic program is solved by the projection 

method [83]. Here in briefly, the algorithm of the 

classification method used in this work: [77] 

1) Suppose that the separating hyper-plane with 

maximum margin is written as:  

 

 0bxa   (1) 

 

Let  1bax:xX   and  1bax:xX  .  

Note x  an element of X  and x  an element 

of X . 

 

 






xxxx

Xx
Xx

Inf

 

(2) 

 

x and x are supports vectors. 

 

2) Separation of x  and x  by the separating hyper 

plane of wide margin: 

 

x  and x are used to find the parameter of the 

separating hyper-plane of wide margin (a and b) 
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The result of the SVM modeling is a maximization of a 

concave quadratic program. This concave quadratic 

program is solved by the projection method [83]. The 

projection of the point nR0 on the hyper-plane 

  1xxa   is given by: 

 

 

   
 

 




xx

2
xx

1
001xxaP  (8) 

 

For more details about the projection method see [83]. 

 

VII.  DECISION MODULE 

The last module in the multi-biometric recognition 

system (identification or authentication), is called, the 

decision module. It is the suite of the fusion module. In 

this module, the decision of the system is taken in order 

to accept or reject the users (costumers or imposters). So, 

the authentication decision at this module is based on the 

similarity or the dissimilarity degree between the 

features. 

In this module, the results of the fusion module are 

used to verify the user’s identity in the authentication 

system and to identify the user in the identification 

system. According to the output of the classifier [77] 

which is used for the classification of the combined 

scores in the previous module, the decision can be taken. 

From the previous module, we obtain the two parameters 

of the separating hyper-plane “a” and ”b”, and the both 

parameters are used for the construction of the decision 

function. So, the decisions function about a point 

belonging to one of the two classes (authenticate or non-

authenticate) is given by:  

 

 )bau(sign)u(F    (9) 

 

Where u: is an unknown point to classify. 

If the output of this function is positive then the 

identity proclaimed is accepted. Otherwise, if the output 

is negative then the claimed identity is rejected. 
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VIII.  EXPERIMENTAL RESULTS  

A.  Description of databases 

For the evaluation of our approach, we must use a 

database of N individual having two different instances of 

the iris modality. For this, we must use databases that 

contain the both irises (the left and the right irises). 

In our work, we used: CASIA V 4 (interval) [59]; 

SDUMLA-HMT [60]; MMU1 and MMU2 [61]. 

Herein briefly, the description of the databases used for 

the test in this work: 

 

1) CASIA V4 database:  

 It is collected by Chinese Academy of Science 

Institute of Automation. 

 It is an extension of CASIA-Iris V3. 

 It contains six subsets: Three subsets of CASIA-

Iris V3 (CASIA-Iris-Interval, CASIA-Iris-Lamp, 

and CASIA-Iris-Twins) and the three new are: 

(CASIA-Iris-Distance, CASIA-Iris-Syn, and 

CASIA-Iris-Thousand). 

 CASIA v4 contains 54601 images of the iris. 

 In our work, we are used the “CASIA-Iris-

Interval”. It contains 249 subjects with 7 images 

for each eye. Every iris image is saved in “JPG” 

format [59]. 

2) SDUMLA-HMT database: 

 It was built within the University of Shandong. 

 It comprised of 106 subjects with 5 images for 

each eye. 

 Every iris image is saved in 256 gray-level “BMP” 

format [60]. 

3) MMU Database:  

 It is developed by Multimedia University. 

 It contains two sub-databases:  

o The MMU1 data set of 450 iris images (45 

subjects with 5 images for each eye)  

o The MMU2 data set of 995 iris images (100 

subjects with 5 for each eye).  

 Every iris image is saved in “BMP” format [61]. 

Table 1 describes the four databases used in this work:

Table 1. Description of the databases used. 

Database Example Wavelength 
Varying 

distance 
Acquisition Device Resolution 

Nb. 

Sub 
Train test Total 

CASIA-

Interval  
Near Infrared No 

CASIA close-up iris camera 
320X280 249 5 2 4980 

SDUMLA-

HMT  
Near Infrared No 

Capture device developed by 

University of Science and 

Technology of China. 

768X576 106 2 3 1060 

MMU1 
 

Near Infrared No LG EOU 2200. 320X240 45 2 3 450 

MMU2 
 

Near Infrared No Panasonic B ET100US. 320X238 100 2 3 1000 

 

B.  Results and discussion 

In practice, no biometric system can be completely 

reliable. Therefore, it is necessary to use various 

indicators or metrics to evaluate the biometric systems. 

There are several performance indicators but they differ 

according to the type of the systems: identification or 

authentication modes. In this work, the authentication 

mode is chosen, so the indicators used to evaluate our 

system are: 

 

 FAR (False Acceptance Rate): The impostors can 

be accepted by error. 

 FRR (False Rejection Rate): The customers can 

be rejected wrongly. 

 EER (Equal Error Rate): It is the point where 

FAR and FRR are equal. 

 ROC (Receiver Operating Curve): It is the graph  

of FRR (in the X-axis) versus FAR (in the Y-

axis); 

 Accuracy: It describes how accurate a biometric 

system performs. 

 

The performance of our system is evaluated using: the 

equal error rate (EER), the ROC curve, and the accuracy. 

Fig. 3 shows the ROC curve for the four databases 

(CASIAV4 (Interval), SDUMLA-HMT, MMU1, and 

MMU2) respectively. Each curve plots the false 

acceptance rate FAR (in the Y-axis) versus the false 

rejection rate FRR (in the X-axis). In addition, each curve 

presents the performance of the two unimodal systems 

(the left iris authentication system and the right iris 

authentication system) and the multi-biometric systems. 

However, it shows the results obtained by the left iris 

authentication system and the right authentication system 

tested separately with the SVM classifier. Also, it 
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illustrates the influence of each fusion method on the 

multi-biometric system. The first fusion method is the 

SVM, we used this method in order to compare the 

results obtained by this method with the results of the 

proposed approaches. Whereas our contribution is the use 

of the combination methods coupled with the 

classification method [77] for the fusion module. 

Therefore, we used the four combination rules (Product, 

Sum, Min, Max) coupled with the classification method 

[77] that we talked about earlier. So, there are four 

proposed approaches which are: 

 

 CP is the product rule combined to the 

classification method [77],  

 CS is the sum rule coupled with the classification 

method [77],  

 CMI is the min rule combined to the classification 

method [77]. 

 CMA is the max rule coupled with the 

classification method [77]. 

 

According to the results illustrated by the Roc curves 

in fig. 3, we confirm the hypothesis of the superiority of 

multi-biometrics compared to the mono-modal biometric. 

Also, these curves show that the four fusion approaches 

(CP, CS, CMI, and CMA) give the best results compared 

with the SVM for all the databases. 

 
 

There are different criteria for the evaluation of the 

performance of classification. One of these criteria is 

AUC (area under the ROC curve). An area of 1 signifies 

a perfect test and an area of 0.5 corresponds to a 

worthless test.  

However, we can obtain from the ROC curve the rate 

(EER) at which FAR is equal to FRR and the AUC (area 

under the ROC curve).  

The performance evaluation results are shown in table 

2. According to the experiments results, we find that all 

the fusion methods give EER and AUC better than the 
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Fig.3. ROC plots showing the performance of systems: left iris, right iris, fusion by (SVM, CP, CS, CMI, and CMA)  

On (a): CASIA Database; (b): SDUMLA-HMT Database; (c): MMU1 Database; (d): MMU2 Database. 
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both mono-modal systems (the left iris authentication 

system and the right iris authentication system). In 

addition, we find that the four fusion approaches (CP, CS, 

CMI, and CMA) give results better than the SVM for all 

the databases.  

According to the EER and the AUC obtained, the CS 

approach is the best for the CASIA and the SDUMLA-

HMT databases. The CP approach is preferable for the 

MMU1 database and for the last database the CMA 

approach gives the best result. 

Table 2. The performance evaluation using the EER and the AUC criteria. 

 
CASIA SDUMLA MMU1 MMU2 

EER AUC EER AUC EER AUC EER AUC 

U
n

im
o

d
a

l 

Left iris 0.9786 0.0023 0.5975 0.4342 0.7111 0.2386 0.5885 0.4125 

Right iris 0.967 0.0051 0.5597 0.4427 0.5471 0.4294 0.6065 0.4171 

F
u

si
o

n
 

SVM 0.496 0.5028 0.4992 0.4998 0.5 0.4969 0.4983 0.4993 

CP Approach 0.00117 1 0.3489 0.7254 0.1926 0.8683 0.3281 0.7500 

CS Approach 0.00113 1 0.3333 0.7332 0.2 0.8563 0.3163 0.7595 

CMI Approach 0.002467 1 0.363 0.6918 0.1926 0.8650 0.3657 0.7072 

CMA Approach 0.009371 0.9988 0.377 0.7182 0.4222 0.6032 0.2989 0.7608 

 

 

For each database, figure 4 presents the variation of the 

accuracy of the best approach obtained from the previous 

table (Table2), according to FAR and FRR respectively. 
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Fig.4. Evaluation using the accuracy. (a): FAR vs. Accuracy  (b): FRR 

vs. Accuracy; 

 

 

 

IX.  CONCLUSION 

In this paper, we have proposed a modified method for 

the iris segmentation step. Also, we have proposed an 

integration approach by combining two methods: the 

combination method with the classification method. We 

integrated the both units of the iris modality (the left and 

the right irises) and we confirm the contribution of this 

multi-units approach compared to the mono-modality by 

increasing the performance of the multi-biometric 

systems. 

The results obtained are satisfactory and the obtained 

results validate the hypothesis of the superiority of the 

multi-biometrics compared to the mono-modal biometric. 

So, this significant improvement confirms the value of 

combining the biometric units of the iris modality. 

In outlook, further improvements may be considered. 

The fusion between the two units can be done in the other 

levels not only at the score level. As another perspective; 

we can add other modalities and combine different 

techniques to improve the performance of the verification 

of the identity of persons. 
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