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Abstract—Speech Recognition Technology can be 

embedded in various real time applications in order to 

increase the human-computer interaction. From robotics 

to health care and aerospace, from interactive voice 

response systems to mobile telephony and telematics, 

speech recognition technology have enhanced the human-

machine interaction. Gender recognition is an important 

component for the application embedding speech 

recognition as it reduces the computational complexity 

for the further processing in these applications. The paper 

involves the extraction of one of the most dominant and 

most researched up on speech feature, Mel coefficients 

and its first and second order derivatives. We extracted 

13 values for each of these from a data-set 46 speech 

samples containing the Hindi vowels (आ, इ, ई, उ, ऊ, ऋ, 

ए, ऎ, ऒ, ऑ) and trained them using a combined model 

of SVM and neural network classification to determine 

their gender using stacking. The results obtained showed 

the accuracy of 93.48% after taking into consideration 

the first Mel coefficient. The purpose of this study was to 

extract the correct features and to compare the 

performance based on first Mel coefficient. 

 

Index Terms—Gender recognition, Hindi, mel-frequency, 

delta, delta-delta, neural network. 

 

I.   INTRODUCTION 

Speech is the most convenient medium of 

communication among the human beings. Speech signals 

vary highly along with time and are the most random 

signals. Researches have been done in order to have such 

easy interaction between humans and machine [1]. As we 

know that technology is growing at a rapid rate which 

include enhancements in technologies like that of big 

data, innovation of various new algorithms, machine 

learning etc. Along with these the field of speech 

recognition has also developed. It was first introduced by 

Microsoft in China when it developed a real time 

application that translated English into Chinese. However, 

these advancements of technology have somewhere 

created a hindrance between the humans and 

development. Information Technology is increasing its 

contribution in India’s development day by day, year by 

year. In such case to make IT relevant to the rural India, 

voice access to a variety of computer based applications 

is imperative [2]. But the major issue is the dearth of 

effective and efficient speech recognition systems in 

Hindi. Research in gender determination using speech 

recognition system has been the in the lime light from 

over a decade. Speech recognition involves real data and 

is used in combination to machine learning. Machine 

learning being the versatile field of artificial intelligence 

concentrates on learning from the data and is used in 

various other fields like finance, banking etc. Many 

practical applications exist that enhanced the human-

computer interaction or information retrieval [3]. It not 

only improves system intelligibility but is also useful in 

surveillance systems. The speech production takes place 

naturally in humans and the lungs are the main source 

from where the air is discharged and is converted to 

speech passing through the wind pipe where the vocal 

cords are present. The main cause is the vibration of the 

vocal cords for the conversion of air to sound and the 

organs like mouth, lips, tongue, teeth etc., converts the 

sound produced further into speech, that is, the 

meaningful word.  

 

 

Fig.1. Human Voice Production Important Parts
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This phenomenon produces speech that can be 

categorised as: 

 

 Voiced Speech: When the air is discharged from 

lungs it moves through the windpipe to the vocal 

cords, if the vocal cords vibrate and breaks the air 

into periodic signals then the speech produced is 

termed as voiced speech. 

 Unvoiced Speech: When there is vibration of the 

vocal cords and the air is broken into aperiodic 

signals then the speech produce is termed as 

unvoiced speech. 

 Silenced: When there is no vibration of the vocal 

cords after the air is discharged from the lungs. 

 

The fig. 1 explains the human voice production system 

important parts. The detailed process of speech 

production is depicted in [3]. The fig. 2 represents the 

three types of speech produced. 

Speech processing field contains a lot of techniques 

that can be used to enrich the quality of the speech signal. 

But the real time used of the system proposed is very 

necessary as it gives the ground reality of the work done. 

 

 

Fig.2. Types of Speech Produced 

In this paper, we built a gender recognition system in 

Hindi to determine the gender using speech. We took 

speech samples of 46 speakers and pre-processed the 

signals and extracted there MFCC, first and second 

derivatives. We then trained the system using combined 

SVM and neural network classifier using the process of 

stacking of classifiers in a tool named RapidMiner Studio. 

the speech database prepared contains two datasets with 

or without the first value of the mel coefficients obtained. 

And as mentioned above the model has been trained and 

tested using the speech samples collected from the real 

time environment that has a considerable amount of 

background noise while recording. The work done has 

been explained in following sections. 

 

II.   RELATED WORK 

There have been a lot of developments in the versatile 

field of speech Recognition technology since it is used in 

collaboration with the various machine learning 

algorithms. The speech recognition models have been 

trained by extracting various features, combining various 

kinds of features. In addition to this the different type and 

combination of classification algorithms used also 

contributed much to the progress. The authors of [4] 

created a combined model by using the methods GMM, 

SVM, GMM-Mean SVM. The accuracy obtained was the 

best in the third case, which was the combination of the 

first two. Another work related to this was the building of 

the home robot service for gender and age determination 

that extracted MFCC speech feature and the model was 

trained using the GMM, MLP classifiers and gave an 

accuracy of around 94% for the gender determination [5]. 

The related work is not confined to these boundaries. 

In [6] the author presented the function of various 

features like pitch, formant, MFCC in the view of 

increasing the rate of identification. Pitch extraction was 

done using the converter technique that transforms the 

signal into cepstrum domain and used the homo-morphic 

analytical method for eliminating the channel impact. 

The information from the pumping part was then 

obtained and the fundamental frequency was gained. The 

paper adopted the linear forecasting method for formant 

estimation as the linear analysis is faster than the others. 

The LPC is computed first, which is then used to 

compute the spectrum and formant was computed 

according to the spectrum. For MFCC computation the 

series of predefined steps were used. And based on 

MFCC the first and second order difference was 

computed. These enhanced the accuracy of recognition. 

The conclusion drawn from the experiment was that pitch 

and formant were considered important features for 

speech as these are different in everyone. MFFCC is 

effective parameter as it works analogical to human ear. 

In [7] the author introduced the speech recognition 

system by giving a brief introduction about the speech 

and the human-computer interaction and also the speech 

recognition system’s application in our daily lives. This 

paper aimed to represent the MFCC feature extraction 

process in detail and hence describe all the steps in detail. 

The steps were carried out in detail and also the delta 

coefficients were calculated based on these. The thirty-

nine MFCC coefficients were extracted. The conclusion 

made was that the MFCC feature extraction technique is 

robust and can even help to normalize the features. The 

future work indicated was to design a speaker 

independent speech recognition system using the MFCC 

features.  

The author in [8] presented the work for finding the 

gender of the users in order to be used for the telephone 

application. The main purpose was to find out the 

performance of the various classification algorithms [8]. 

The classification techniques used were – naïve baye’s, 

KNN, MLP, SVM and the random forest. The telephonic 

conversation of the people was used as the database. The 

feature extracted was MFCC and the experiment was 

performed based on different on sizes of training data, 

different durations of the signal, and different parameters 

of the MFCC so that better performance can be obtained. 
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The results obtained showed Support Vector Machine 

gave the best performance in all the five classifiers used. 

The system also analysed the emotions of the users for 

the emergency calls.  

The work proposed [9] extract MFCC using the typical 

steps and classified the user using the Artificial Neural 

Network classifier. The gender recognition and the 

speech recognition require same feature and so these two 

processes can be combined to form a system [9].The 

main advantage is that no assumptions in the voice 

creation process [9]. The system was implemented using 

the speech samples recorded in English and Polish 

language. The results obtained depicted that Artificial 

Neural Network classifier gives high accuracy when used 

for short utterances in the recognizing gender. And 

combining the gender recognition and speech recognition 

gave good performance. The system proposed worked on 

the fundamental frequency (f0) of male and female and 

compared it with mel-frequency cepstral coefficients 

based model to give good results. And finally, the 

accuracy for gender recognition came out to be 98.4% 

when implemented using mel-frequency cepstral 

coefficients feature extraction and 95.1% when 

implemented using the f0. 

 

III.   METHODOLOGY 

In the research work, we proposed a system that 

provides information about the gender of the speaker. A 

wav file containing the speech sample of the speaker is 

given as input and how these techniques can be used to 

make the speech recognition systems robust and efficient. 

For gender identification we evaluate a speech database 

recorded from fifty speakers, which contains their speech 

samples. Then we calculate MFCC, delta and delta-delta 

speech features (each having thirteen values) for each of 

the audio file. After extracting these features from all the 

audio files we stored them into a database. Then we used 

cross validation technique for training and testing the 

dataset and recognition of the gender (male, female).  

Speech is the most convenient and fundamental way of 

communication. The speech signals are naturally 

occurring signals and random signals. The following 

steps describe the major processes involved in the 

development of the system.  

A.  Data Selection 

We collected the speech samples and form the dataset 

of audio files. All the speech samples collected had the 

time duration in seconds. It is important that the data to 

be re3corded should be noise proof and there should be 

no background noise present during the time of recording. 

The data was collected from twenty males and twenty six 

females and the speakers were made to speak all the 

vowel phonemes of Hindi (i.e., आ, इ, ई, उ, ऊ, ऋ, ए, ऎ, 

ऒ, ऑ). The speech was recorded using the software 

Audacity. 

B.  Pre-processing 

After the creation of the speech database, we closely 

examined the database. It was found that the speech 

signals obtained from the audio dataset cannot be directly 

used as input in the feature extraction code. There were 

long silences, weak signals present in the speech samples 

and need refinement. The weaker signals were amplified 

in during the feature extraction process and long silences 

were removed by performing pre-processing of each 

signal. Fig. 3(a) and (b) below represents the original 

signal and the signal after pre-processing respectively. 

We also used the VAD technique for detecting the voiced 

part of the speech signal and hence further processed the 

signal by only considering the voiced part and removing 

the unvoiced of noisy parts. 

C.  Feature Extraction 

This step transformed the random speech signals into 

compact representations that were far more stable than 

original signal. There exist a number of speech features 

that can be extracted from a speech signal. These include 

pitch, energy, mel-frequency cepstral coefficient (mfcc), 

first order derivative (delta), second order derivative 

(delta-delta), formant etc. In this research we 

concentrated on the extraction of three features that are 

mfcc, delta and delta-delta features. We extracted the first 

thirteen values each of mfcc, delta and delta-delta. And 

obtained 39 numerical representations for each audio 

signal and prepared an extracted feature database. 

D.  Classification 

This step involves the training, testing and the 

validation of the data. There are various classification 

algorithms that can be applied in order to get the accurate 

detection in the system. In fact, the different classifiers 

are combined together to give better results. The 

classification method used was stacking, where SVM and 

NN were stacked together and the combined prediction 

was made by Naïve Baye’s.  

Fig. 4 shows the system training and testing model. 

 

IV.  FEATURE EXTRACTION 

It involves the extraction of apt information from the 

speech signal. The feature extraction process basically 

represents the speech signal in a numerical representation. 

The pre-processed signal is given as input to this step and 

output obtained id the numerical representation with 

respect to different features. There exist various speech 

features of speech that can be extracted to get the gender 

information of the user but the most dominating is the 

mel-frequency cepstral coefficients along with its first 

and second derivatives. These three features are 

explained in detail as follows. 

A.  Mel Frequency Cepstral Coefficient Measurement 

MFCC is one of the most dominating features among 

all the features of speech. MFCC makes a close analogy 

with the human ear by considering those parameters 

extracted by human ear.  
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In the production of speech the air expelled from lungs 

passes through the oesophagus resulting in the vibration 

of the vocal cords, turning the air into the quasi-periodic 

signals. After this, there are certain modulations in the 

frequency that highly depend on the shape of the vocal 

tract that includes oral cavity (includes the mouth, tongue 

and lips), the pharyngeal cavity (including the throat) and 

the nasal cavity [12]. This shape is represented by an 

envelope. If the human ear accurately determines this 

shape then it can make out exact phoneme being 

produced. MFCC determines this shape accurately and 

represents it’s envelop [11].  

This section describes how each step is carried out 

during the MFCC feature extraction. The following block 

diagram in fig. 5 represents the MFCC feature extraction 

process.  

The steps of implementation carried out for MFCC 

feature extraction and the significance of each step are 

explained as follow: 

 Pre-emphasis 

At this step the signal passed through a filter, which 

emphasizes higher frequencies in the signal. That is, it 

increases the energy of the signal wherever it is low and 

also compensates high frequency parts of the speech 

signal. 

 

Z`(n) = Z(n) – α * Z(n-1)                        (1) 

 

the value for α is called as pre-emphasis coefficient and 

ranges between 0.9 to 1.0. 

 Framing 

In this step the speech signal is segmented into blocks 

that are called frames. We segmented the signal into 25 

ms frames (standard size). Assuming the sample rate of 8 

kHz, frame length for the signal was 0.025*8000 = 200 

samples. Frame shift taken was of 10ms (80 samples) 

duration, which allowed some overlap to the frames. The 

first 200 sample frame started at sample 0, the next 200 

sample frame start at sample 80 etc. until the end of the 

speech file is reached. 

 Windowing 

The next step in the processing is the windowing of 

each individual frame so as to minimize the signal 

discontinuities at the beginning and end of each frame. 

Each frame produced at previous step is multiplied with a 

hamming window, that is, S(n) * h(n), where w(n) is the 

hamming window,  

 

h(n) = 0.54 – 0.46 * cos (2n/N-1)               (2) 

 

the value of n ranges from 0 to N-1. The generalised 

hamming window is shown in fig. 6. 

 Fast Fourier Transform 

This step converts each frame of N samples from the 

time domain into the frequency domain using the 

following formula: 
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where Si(n) is the signal in time domain, Si(k) is the 

signal in frequency domain ranging from 1 to K, h(n) is 

an N sample long window and K is the length of the FFT.  

After the conversion to from time to frequency domain 

the next step involves the estimation of different 

frequencies present in the signal. It is called periodogram 

estimate which involves the calculation of the power 

spectrum for each frame.  

This step is analogical to the organ present human ear 

known as cochlea. It is present in the middle ear and 

contains a viscous liquid that is sensitive to the vibration, 

that is, depending on the different frequencies present in 

the speech signal the liquid in cochlea vibrates at 

different places. Depending on which different auditory 

nerves carry the signal to the brain informing about the 

presence of the certain frequency [11]. 

For representing the periodogram estimate we take the 

absolute value of the FFT and square the result. The 

periodogram estimate for a speech frame is represented 

as: 
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Fig. 7 represents the power spectrum for a speech 

signal. 

 Mel Filter Bank 

As mentioned above, MFCC takes into consideration 

the human perception sensitivity in context to frequencies, 

the frequency domain representation is mapped to Mel 

Frequency using:- 
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We used 20 triangular filter banks. The filters were 

narrow initially and increased as there was increase in the 

frequency. The fig. 8 below shows the band of filters in 

Mel Scale as in [10]. The energy from each band is 

extracted and converted to hertz and the log of energy is 

calculated. 

 Discrete Cosine Transform 

This step involves the conversion of the signal back to 

time domain. The formula used for the conversion is: 

 

Cm = ∑K = 1 to N cos [m*(k - 0.5)*/N]*Ek       (7) 

 

The value of m ranges from 1, 2, 3…….L (L is the 

number of cepstral coefficients), Ek is the energy 

obtained from previous step.  
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B.  Delta and Delta-delta Coefficient Measurement 

MFCC represents the shape of the vocal tract in the 

form of an envelope, but the speech signals varying 

highly with time are also subjected to information that is 

dynamic in nature. In order to enhance the accuracy of 

the system, the first and second derivatives of MFCC are 

calculated, that adds the trajectories of the MFCC 

coefficients obtained [11]. 

The first derivative is calculated from the thirteen 

MFCC coefficients. These coefficients are passed to the 

following equation and are called delta coefficients. 
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where deltat is the delta coefficient, for frame t computed 

from ct+N to ct-N from MFCC coefficients (static 

coefficients). Standard value of N is taken 2. Similarly, 

the second derivatives are obtained from the thirteen 

delta coefficients being passed to the (8) and are called 

delta-delta coefficients. 

The thirteen values were obtained for each feature of 

MFCC, delta and the delta-delta making a feature vector 

of 39 dimensions for one sample, as shown in the fig. 9. 

The speech database was prepared using the Microsoft 

Excel. The speech database obtained is shown in fig. 10. 

 

V.  CLASSIFICATION 

The classification step involved the training and testing 

of the model to recognize gender was carried out in the 

tool named RapidMiner. This tool is developed by a 

company named “RapidMiner” and provides an 

integrated environment for the various tasks like data 

mining, business and predictive analytics. Rapid Miner 

allows the users to import any kind of database to 

examine and analyse it and is the only tool that is 

independent of any language limitation and is considered 

appropriate for advanced users as compared in the study 

in [14]. Rapid Miner version 7 was used in the research 

work.  

In order to perform training and testing on the same 

dataset the cross validation technique was used and the 

results were obtained. Rapid Miner provides X-

Validation operator that is a nested operator, that is, it 

further has two sub-processes namely, training sub-

process and testing sub-process. The former sub-process 

trains the model which is them applied to the later sub-

process [15]. Inside the X-Validation operator we used 

the stacking operator. This operator combines the 

different classifiers to give the final result. The two 

classifiers used were SVM and NN. The Naïve Baye’s 

classifier was used as a learner model, means it obtained 

the prediction made by SVM and NN and combined 

those predictions to give the final decision resultant.  

The stacked model was used to train the model and the 

same was applied to test on unseen data. The apply 

model operator is used for testing the dataset and the 

performance was measured using the performance 

operator [15].  

The fig. 11 & 12 below shows the classification model 

for both training and testing. The main reason for 

choosing support vector and neural network combination 

involves the robustness and accuracy of support vector 

machine and theoretical aspects of neural networks. SVM 

functions well on small as well as large datasets and are 

insensitive to the dimension of the feature vector [16]. 

Since the research work involves two class learning task. 

SVM finds the classification function that best 

distinguishes between the two classes. 

Whereas Neural Network is the most researched 

among various machine learning algorithms and has also 

evolved a promising alternative to other classifiers. NN is 

a self-adaptive method that is data driven, that is, they are 

adjustable to the data without any specified function or 

model [16]. 

 

 
Fig.3(a). Original Signal  

 

Fig.3(b). Signal after Pre-processing (right) 
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Fig.4. Proposed System (training and testing) 

  

Fig.5. MFCC Steps 

                          
 

Fig.6. Generalized Hamming Window                                                                             Fig.7. Power Spectrum 

 

Fig.8. Mel Scale Filter Bank from [10] 
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Fig.9. MFCC, Delta and Delta-delta Coefficients 

 

Fig.10. Speech Database 

 
Fig.11. Classification Using Cross Validation 
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Fig.12. Stacking Model (Training and Testing) 

 

VI.  RESULT AND CONCLUSION 

The feature extraction process was carried out using 

MATLAB code and a total of 39 parameters were 

extracted from three features. From the extracted features 

the speech database (excel file) was prepared, which 

contained the columns named, the unique id for each 

sample, the thirty-nine parameters and the gender column. 

The further process was carried out on Rapid Miner 

Studio where the speech data base was loaded and 

connected to the classification model prepared.  

A. Considering the first Mel coefficient 

The accuracy obtained was 93.48% with the recall of 

92.33% for female and 95.22% for male. The precision 

obtained was 96.00% for female and 90.48% for male.  

Table 1. Confusion Matrix obtained after considering MFCC1 value 

with an overall accuracy of 93.48% 

 true female true male precision 

predicted female 24 1 96.00% 

predicted male 2 19 90.48% 

recall 92.33% 95.22%  

 

The recall in Table 1 depicts recognition rate, it says 

that 24 out of 26 females were predicted correctly and the 

two were predicted as males (92.33%) whereas 19 out of 

20 males were predicted correctly and one was predicted 

as female (95.22%). The precision depicts that out of all 

the predicted females, that is, 25, 24 females were 

correctly predicted (96.00%) whereas out of all those 

predicted to be males (that is 21), only 19 were correctly 

predicted (90.48%). The accuracy of the model was 

calculated as percentage of the sum of correct predictions 

made in both cases divided by total number of cases, that 

is, (24+19) ÷ (46) which comes out to be 93.48%.  

B.  Ignoring the first Mel coefficient 

The accuracy obtained was 91.3% and a recall of 88.46% 

for female and 95% for male was measured. The 

precision obtained was 95.83% for female and 86.36% 

for female.  

 

Table 2. Confusion Matrix obtained after ignoring MFCC1 value with 

an overall accuracy of 91.3%  

 true 

female 

true male precision 

predicted 
female 

23 1 95.36% 

predicted male 3 19 86.36% 

recall 88.46% 95.00%  

 

The recognition rate in this case (Table 2) is depicted 

as, 24 out of 26 females were correctly recognised 

whereas 3 were recognised as males. And 19 out of 20 

males were recognised as males and only one was 

recognised incorrectly as female, giving a recall of 88.46% 

and 95% respectively. The precision obtained was out of 

all predicted females (that is, 24) 23 were correctly 

predicted and out of all predicted males (that is, 22). 

 

VII.  CONCLUSION 

The system was said to perform well when the MFCC 

1 values were taken into consideration than when they 

were ignored giving an improvement of 2.18 in overall 

performance. The recognition rate was also higher when 

the value was considered (that is, 92.33 for females and 

95.22% for male) as compared to when the value was 

ignored (that is, 88.46% for females and 95.00% for 

males). The final conclusion derived is that since the 

system gives considerable good performance the features 

have been correctly extracted and the MFCC 1 value for 

each sample in the dataset tends to increase the system 

performance and the recognition rate. So it was better to 

consider the first value in our case.  
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