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Abstract—Texture is a powerful image property for object 

and scene characterization, consequently, a large number of 

techniques has been developed for describing, classifying 

and retrieving texture images. On the other hand, edge 

information is proven to be an important cue used by the 

human visual system. Several physiological experiments 

have shown that, when looking at an object, human eyes 

explore different locations of that object through saccadic 

eye movements but they spend more time fixating edge 

regions. Based on this result, we hypothesize that a better 

performance could be obtained when analyzing an image 

(texture images in this case) if the visual features extracted 

from edge regions are given higher weights than those 

extracted from uniform regions. To check the validity of 

this hypothesis, we have modified several existing texture 

retrieval techniques in a way that incorporates the proposed 

idea and compared their performance with that of the 

original techniques. The results of the experiments that 

have been conducted on three common datasets confirmed 

the effectiveness of the proposed approach, since a 

significant improvement in the retrieval rate is obtained for 

all tested techniques.  The experiments have also shown an 

improvement in the robustness to noise. 

 

Index Terms—Texture Retrieval, Local Binary Patterns, 

Local Ternary Patterns, Local Binary Patterns Variance, 2D 

FFT, Discrete Wavelet Transform, Edge information. 

 

I.  INTRODUCTION 

Texture is a powerful image property for object and 

scene characterization; it is easily perceived by human and 

provides a rich semantic information for many computer 

vision tasks such as image segmentation, scene 

classification, object recognition, and image retrieval; 

consequently texture analysis methods have been utilized in 

a variety of application domains such as automated defect 

detection and quality control, medical image analysis, and 

remote sensing, to name few [6].  

On the other hand, edge information is an important cue 

used by various visual tasks. Shapley and Tolhurst [1] 

noted the importance of sharp contours in comprehending 

different aspects of perception. Marr [2] proposed a 

computational theory on human vision in which edges 

constitute the most informative components in the image. 

Morrone and Burr [3] argued that edges and lines are 

particularly rich sources of image information, and that 

organization of these features could provide the basis for an 

efficient description of the image. Moreover, Tatler et al. [4] 

showed that ―salient‖ regions such as those characterized 

by their contrast or orientation are more often fixated by 

observers; Baddeley and Tatler [5] investigated the possible 

factors guiding eye fixation; they found that fixation 

probability was dominated by high spatial frequency edge 

information;  

A large number of techniques has been developed for 

describing, classifying and retrieving texture images. Many 

of these techniques have recognized the importance of edge 

information and considered it as a fundamental texture 

primitive. For example, Shapiro and Stockman [7] 

described a texture characterization method that combines a 

gradient histogram with edge orientation histogram. Zhang 

et al. [8] devised a technique, called Local Derivative 

Pattern (LDP) that uses higher order derivatives and an 

adequate binary coding to characterize textures. Local 

Binary Patterns technique and its variants [10-16] encode 

grayscale differences and build histograms out of those 

codes to describe the texture. Several multi-resolution 

techniques such as Gabor [19-20] and Discrete Wavelet 

[21-26] transforms, produce feature vectors that are mostly 

based on first and second order moments calculated on 

(sub-) images representing the original image contents at 

different frequencies and orientations. Similarly, several 

Fourier-based techniques [27-29] partition the frequency 

space into ranges (for example Low, medium and high 

frequency) from which feature vectors are generated.  

In this paper, we describe an approach that makes use of 

edge information in a different way. We suggest 

introducing a preprocessing step before the actual feature 

extraction. In this step, edge pixels/regions are identified; 

Features extracted from edge pixels/regions are given 

higher weights than those extracted from non-edge 

pixels/regions. The proposed approach is mainly inspired 

from the research results reported in [5] suggesting that the 

human visual system pays more attention to regions rich in 

edges. To demonstrate the effectiveness of the proposed 

approach, we tested it on five image retrieval techniques. 
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The results showed a significant improvement in the 

retrieval performance of the modified techniques. 

Preliminary results on LBP variants have been already 

published in [31]. In this work, two additional techniques 

(FFT, and DWT) are considered and one more dataset 

(Vistex) is included in the experiments. Besides, the results 

of an experiment conducted for evaluating the robustness of 

the proposed approach against noise are included.  

 

II.  TECHNIQUES INCLUDED IN THIS INVESTIGATION 

We have considered in this research work two types of 

techniques: global methods (represented by Fourier-based 

(FFT) and Wavelet-based (DWT) methods) and local 

methods (represented by three local binary patterns variants, 

LBP, LTP, and LBPV). 

Fourier transform has been widely used for texture 

description. It has the very useful characteristic of 

highlighting the dominant spatial frequencies as well as the 

dominant orientations of the texture. Another advantage of 

Fourier transform is the fact that frequency-domain features 

are generally less sensitive to noise than the features in the 

spatial domain [27]. Several research works [27-29] 

partition the spectral domain into ring-shaped and wedge-

shaped regions. The feature vector describing the texture is 

then made of means and variances of the Fourier power 

spectrum of those regions.  

Formally, the discrete Fourier transform F(u,v) of a NxN  

grayscale image g(x,y) is defined by (1). 
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A ring region (Rr1,r2) between radius r1 and radius r2 is 

defined by (2). 
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A wedge-shaped region between angles 1 and 2 is 

defined by (3).   

 

W1,2= {(u,v)| 1 tan
-1

(v/u) <2, 0 u n-1; 0  v n-1} 
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For a frequency value F(u,v), which is in general 

complex, i.e. F(u,v)=R(u,v) + j.I(u,v), the power spectrum 

P(u,v) is given by (4).  
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The second global technique that has been considered in 

this work is the Discrete Wavelet Transform. There are 

several physiological studies on the visual cortex that 

suggest the use of a multi-scale analysis of the visual 

information by the human visual system [30].  Besides, 

wavelet transform has the very useful property of space-

frequency localization. Pyramidal wavelet decomposition is 

commonly used to define sub-bands at various resolutions. 

In this method, the low-frequency sub-band is repeatedly 

decomposed until a required level is reached. Means and 

standard deviations of the energy of the sub-bands are used 

as texture features. Formally, a discrete wavelet transform 

requires two functions; a scaling function usually separable 

 (   )   ( )  ( ) and three directional wavelets (5).  
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The DWT of a function f(x,y) at level j is defined by (6) 

and (7). 
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(High frequency components) 
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i={H, V, D} 
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Similarly, the first and second order statistics (means and 

standard deviations) are extracted from the low and high 

frequency components. 

The third technique considered in this work is the Local 

Binary Patterns (LBP) approach which was first introduced 

by Ojala et al. in 1996 [10]. The LBP operator assigns to 

each image pixel gc the decimal value of the binary string 

describing the local pattern around the pixel. The LBP code 

is formally defined by (8). 
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Where 

 

   ( )  {
        
        

 

gk is the k
th

 neighbor of a central pixel gc
 

p is the number of neighbors considered 

r is the radius, specifying the distance between a central 

pixel and its neighbors 

 

 

Fig.1. General algorithm for improving performance of local techniques (LBP, LTP, and LBPV) 

 

The LBP technique uses a histogram of the LBP codes to 

describe the texture. This technique is characterized by its 

low computational complexity, resistance to lighting 

variations and ability to code fine details [11] 

Several researchers proposed variants of the LBP coding 

in order to improve its performance and increase its 

robustness. We have included in this investigation two of 

these variants: the Local Ternary Pattern (LTP) and the 

Local Binary Patterns Variance (LBPV). 

LTP [14] was introduced in an attempt to improve the 

discriminative power of the original operator by using three 

quantization levels for the intensity difference. LTP code is 

formally defined by (9). 
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Because the number of resulting codes is huge (3
p
), the 

authors suggest to use two LBP coding instead, as shown in 

(10) and (11). 
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The new coding reduces the size of the feature vector to 

2
p+1

 

LBPV [16] uses a histogram that accumulates the 

variance values for each LBP code in attempt to improve 

the discriminative power of the LBP operator.  

The LBPV histogram is computed as shown in (12). 
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III.  PROPOSED APPROACH 

As mentioned in the introduction, the general approach 

we have adopted for improving the performance of the 

texture analysis techniques considered in this work, consists 

of separating features extracted from edge pixels/regions 

from those extracted from non-edge pixels/regions. The 

former features are then assigned higher weights. For the 

local techniques (LBP, LTP, and LBPV), this is achieved 

by first identifying edge pixels then assigning higher 

weights to the feature vector entries calculated from those 

identified pixels, see Fig1.  

For the global techniques (Fourier-  and wavelet-based 

techniques), this is achieved by identifying the regions in 
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the transformed space that correspond to edge pixels, and 

assigning higher weights to the features extracted from 

those regions, see Fig 2. 

A.  Algorithms for local techniques 

The proposed approach is applied to three different local 

techniques, conventional LBP [10], LTP [14] and LBPV 

[16].  

The first decision that needs to be made is to choose an 

adequate edge detection technique. Several edge detection 

operators, of different complexity and accuracy, are 

available in the literature. We are interested in an operator 

that would not slow down significantly the original 

technique and yet detects accurately enough the image 

edges; Sobel operator is chosen because it constitutes a 

good tradeoff between these two requirements.  

 

 

Fig.2. General algorithm for improving performance of global Techniques (FFT & DWT) 

 

The following algorithms describe how feature vectors 

are calculated for the three local techniques 

Algorithm 1: LBPE technique 

Input: NxN grayscale image G. 

Output: LBPE histogram 

 

1. Apply LBP coding to G to obtain LBP image, LBPI. 

2. Apply Sobel filter to G to calculate edge map image 

E (binary image, E=1 if the pixel is an edge, 0 

otherwise). 

3. Calculate two LBP histograms H1 and H0 using the 

formulas (13) and (14) 
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Where 

k=1 to K, where K is the number of LBP codes 
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4. H=[a*H1, b*H0]; where a+b=1 and a>b. 

Algorithm 2: LTPE technique 

Input: NxN grayscale image G. 

Output: LTPE histogram 

1. Apply LTP coding to G to obtain two feature 

images LBP_high and LBP_low, corresponding to 

the two derived LBP codes. 

2. Apply Sobel filter to G to calculate edge map image 

E (binary image, E=1 if the pixel is an edge, 0 

otherwise). 

3. From each feature image (LBP_high and LBP_low), 

calculate two histograms, one for edge pixels 

(H1_high and H1_low) and one for non-edge pixels 

(H0_high and H0_low) using the formulas (15)-(18). 
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Where 

k=1 to K; K is the number of LBP codes 
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4. H1 is a concatenation of H1_high and H1_low. H0 

is a concatenation of H0_high and H0_low 

5. H=[a*H1, b*H0]; where a+b=1 and a>b.
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Algorithm 3: LBPVE technique 

Input: NxN grayscale image G. 

Output: LBPVE histogram 

 

1. Apply LBP coding to G to obtain LBP image, LBPI. 

2. Apply Sobel filter to G to calculate edge map image 

E (binary image, E=1 if the pixel is an edge, 0 

otherwise). 

3. Calculate local variance at each pixel in G. A 

variance image VAR is then obtained.  

4. Feature vector H1 and H0 are calculated using (19) 

and (20). 
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Where 

k=1 to K, where K is the number of LBP codes 
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5. H=[a*H1, b*H0]; where a+b=1 and a>b. 

B.  Algorithms for global techniques 

The proposed approach is applied to two different global 

techniques, Discrete Fourier Transform [27] and Discrete 

Wavelet Transform [24]. For these techniques, there is no 

need to perform edge detection; instead, we segment the 

transformed space into low-frequency regions and high-

frequency regions. The former correspond to uniform 

regions in the original image and the latter result mainly 

from edge pixels in the original image.  

The wavelet transform decomposes an image into sub-

bands of different resolutions; in the pyramidal wavelet 

decomposition that has been considered in this work, the 

sub-band with the lowest resolution represents the low 

frequencies of the image while the remaining sub-bands 

capture higher frequencies at different resolutions.  Feature 

vectors extracted from the low frequency sub-band and 

those extracted from the rest of the sub-bands are assigned 

different weights and concatenated to constitute the final 

feature vector describing the texture image. The following 

algorithm summarizes this approach. 

Algorithm 4: DWTE technique 

Input: NxN grayscale image G. 

Output: DWTE histogram 

 

1. Apply n-level pyramidal DWT to grayscale image G. 

in our case n=3 and wavelet name is Daubechies 

(db4). For n=3, ten sub-bands are obtained: one low 

frequency (LL) nine high frequencies (H1,..H9) 

2. Calculate the mean energy of each sub-band,  

E_LL, E_H1, ... EH9. 

3. Calculate the energy standard deviation for each 

sub-band, std_LL, std_H1,... std_H9. 

4. H1=[ E_H1, E_H2, ... EH9, std_H1, std_H2, ... 

std_H9] 

5. H0=[E_LL, std_LL]  

6. H=[a*H1, b*H0]; where a+b=1 and a>b 

 

The Fourier transform of an image describes the 

frequency contents of that image. It is, therefore, natural to 

perform a segmentation of the transformed space and 

assign different weights to the feature vectors extracted 

from the different regions. In this work we have adopted 

the segmentation proposed in [27] which consists of 

splitting the Fourier space into rings representing different 

frequency ranges and then split the rings into wedges to 

obtain better discriminating features. The following 

algorithm summarizes the adopted approach.  

Algorithm 5: FFTE technique 

Input: NxN grayscale image G. 

Output: FFTE Histogram 

 

1. Apply the discrete Fourier transform to grayscale 

image G. FFTI is obtained.  

2. Split FFTI into r rings and w wedges. In this work, 

r=3 and w=4. The first ring represents the low 

frequencies, the second ring the mid-range 

frequencies and the last ring the high frequencies. 

3. Calculate means and standard deviations of the 

energy of the wedges in the low-frequency ring. A 

vector of 2* w elements is obtained, call it r1_E. 

4. Calculate means and standard deviations of the 

energy of the wedges in the mid-range frequency ring. 

A vector of 2* w elements is obtained, call it r2_E. 

5. Calculate means and standard deviations of the 

energy of the wedges in the high frequencies ring. A 

vector of 2* w elements is obtained, call it r3_E. 

6. H=[a*r1_E, b*r2_E, c*r3_E]; a<b & a<c; a+b+c=1; 

C.  Distance Metrics 

Several similarity measurements are described in the 

literature. We have used the Chi2 function because it is 

widely adopted by texture retrieval techniques [10].  

Given two texture images I and J, represented by two N-

dimensional feature vectors F
 I

 and F
 J

, the distance 

function between I and J is defined by (21):  
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IV.  EXPERIMENTS  

We have conducted several experiments to evaluate the 

performance of the proposed algorithms. This section 

describes the datasets used in these experiments, the 

hardware on which they are conducted, the method adopted 

for evaluating the performance of the techniques and then 

discusses the results. 

A.  Testing Datasets 

We have used three well-known datasets: the Brodatz 

collection [32], the Outex database from the University of 

Oulu [33], and the VisTex database from MIT Media lab 

[34]. Brodatz textures are photographed under controlled 

lighting; they are of very high quality and almost noise free. 

It is therefore expected to get better results with this dataset 

than the two other ones. Nevertheless, this dataset  

constituts a good platform for testing the discriminative 

power of texture analysis techniques [35]. Outex textures 

are more challenging, since they have wide variations in 

terms of illumination direction and spatial resolution [35].  

Vistex dataset is even tougher, because its images are taken 

under natural lighting conditions and they do not conform 

to rigid frontal plane perspectives. Therefore, they contain 

extra visual cues such as shadows and perspective [35]. 

From each dataset, images with homogeneous texture (i.e. 

similar texture over the whole image) have been selected. 

From Brodatz database, 80 images of size 640 x 640 pixels 

are used; from each of these images, 16 non-overlapping 

images of size 128x128 are extracted, which gives a 

database of 1216 images. From outex-TR_00000 (texture 

retrieval test suite), 1376 (86x16) images of size 128x128 

are selected, they represent 86 different textures, and from 

VisTex database 928 (16x58) images of size 128x128 are 

chosen; they represent 58 different textures. 

B.  Hardware and Software Environment 

We have conducted our experiments on an Intel Core 2 

(2GHz) Laptop with 2 GB RAM. The software 

environment consists of MS Windows 7 professional and 

Matlab7.  

C.  Performance Evaluation Approach 

Performance evaluation of the techniques under 

consideration is based on two measures: the average 

precision value (Pr) and the average recall value (Re). Pr is 

calculated as the average number of relevant texture images 

within the first N retrieved images (22) and (23) and Re is 

calculated as the average recall value of the N images in the 

dataset that are similar to the query image (24) and (25).  
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Pq = precision value for query number q  
 ( )                                         
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In our experiments, N is set to 16. 

|QDB| is the size of the query database. In our case, all 

dataset images are used once as a query, which means 

|QDB|=number of the images in the dataset. 
 

       
                                           

                
 

We have also included the Precision-Recall graphs in 

order to visually compare the performance of the modified 

techniques with that of their original counterparts. The p 

value displayed on top of each graph gives an appreciation 

of the significance of the improvement. The null hypothesis 

that is tested is the following:  

H0: ―There is no significant difference between the 

performance of the original method and that of the 

modified method‖. 

We have applied a one-sample t-test (since the sample 

size is relatively small; it consists of the 16 values that have 

been used to draw the precision-recall graphs).  And the 

results shown are for a significance level α =0.05. 

D.  Experiment 1: Identification of the Optimal Weights 

The first step in the implementation of the proposed 

approach is to identify, for each technique, the optimal set 

of weights to be associated with the edge and non-edge 

feature vectors. For each technique, we have compared its 

retrieval performance on the Brodatz dataset for different 

sets of weights. The one producing the best performance is 

adopted for the remaining experiments. Table 1 and Table 2 

show the results obtained for each technique and highlights 

the highest retrieval performances as well as the sets of 

thresholds producing them. 
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Table 1. Identification of the optimal set of weights for LBPE, LTPE, 
LBPVE and DWTE 

 

Table 2. Identification of the optimal set of weights for FFTE 

 

E.  Discussion of Experiment 1 Results 

All the results shown in Table 1 and Table 2 indicate that 

the optimal results are obtained when the feature vectors 

derived from edge regions are given higher weights than 

those derived from uniform regions (a=0.7 to 0.9). These 

results corroborate with the research findings indicating 

that edge regions carry more discriminative information 

than uniform regions. Which may explain why the human 

eyes focus on these regions when looking at objects as 

mentioned in [5]. The tables also show that the 

performance drops sharply when only the features extracted 

from the edge regions are used. This clearly indicates that 

uniform regions still carry useful information needed for 

texture characterization. 

F.  Experiment 2: Evaluation of the Effectiveness and 

Efficiency of Proposed Algorithms 

We have conducted several experiments to evaluate the 

effectiveness of the proposed algorithms.  For each 

technique considered in this work (LBP, LTP, LBPV, 

DWT and FFT) and for each dataset (BRODATZ, OUTEX, 

and VISTEX), the average precision (Pr), as well as the 

average extraction and matching times (E and M), are 

calculated for both original technique and modified one. 

The results are reported in the three tables (Table 3 – Table 

5). Resulting precision-recall graphs as well as calculated 

p-values, are show in Fig 3 - Fig 5. 

G.  Discussion of Experiment 2 Results 

Several observations about the effectiveness and 

efficiency of the proposed approach can be made from the 

results reported in the aforementioned tables and figures.  

First, we notice that for the three datasets considered in 

this work, the modifications introduced by our approach to 

the original techniques always lead to an improvement in 

their performance; and that, the occurring improvement is 

always proven to be statistically significant (low p-values). 

These combined results constitute a strong evidence of the 

effectiveness of the proposed algorithms. 

Second, we notice also, that the overall performance of 

the techniques under investigation is not the same on the 

three datasets. The highest average performance is obtained 

on Brodatz (average performance of the original methods  

= 84.04% and average performance of the modified 

methods = 88.37%), and the lowest average performance is 

obtained on Vistex (70.28% for the original methods and 

75.03% for the modified ones). This is simply due to the 

fact that Brodatz dataset is the less challenging among the 

three considered in the experiments while Vistex is the one 

that incorporates more challenges as described in section 

(A. Testing Datasets). 

Our third observation is about the amount of 

improvement introduced by the approach; we can notice 

that the proposed approach leads to more improvement for 

Vistex (average of 4.75%) and Brodatz (average of 4.33%) 

than for Outex (average of 2.72%). This is probably due to 

the nature of the images in the three datasets. Edges in the 

Outex images used in the experiment happen to be less 

prominent than those of the images found in Brodatz and 

Vistex sets respectively.  This suggests that the proposed 

approach is more effective for images with prominent 

edges. 

The improvement in the retrieval rate obtained by the 

proposed approach comes with an increase in the 

processing time that may occur at two different stages: 

when the feature vector is calculated and when the query 

and dataset feature vectors are compared. Calculation of the 

new feature vector requires identification of the edge 

regions and the non-edge regions. This operation requires 

more time for the local techniques because they require an 

Performance 

 

Weights(a, b) 

LBPE 

P (%) 

LTPE 

P (%) 

LBPVE 

P (%) 

DWTE 

P (%) 

(0.1, 0.9) 89.50 93.02 84.72 61.65 

(0.2, 0.8) 90.25 93.29 86.20 68.90 

(0.3, 0.7) 90.71 93.55 87.18 72.85 

(0.4, 0.6) 91.19 93.89 87.98 75.04 

(0.5, 0.5) 91.56 94.16 88.53 76.74 

(0.6, 0.4) 91.83 94.45 88.93 78.11 

(0.7, 0.3) 92.00 94.77 89.01 79.36 

(0.8, 0.2) 91.84 94.95 88.68 80.36 

(0.9, 0.1) 90.74 94.39 87.45 80.78 

(0.95, 0.05) - - - 79.77 

(1.0, 0.0) 0.00 0.00 75.95 69.82 

(0.0, 1.0) 88.86 92.69 82.95 11.72 

 

Performance  

 

Weights (a, b) 

FFTE 

P (%) 

(0.8, 0.2, 0.0) 77.05 

(0.6, 0.2, 0.2) 80.19 

(0.4, 0.2, 0.4) 82.58 

(0.2, 0.2, 06) 84.876 

(0.0, 0.2, 0.8) 72.98 

(0.6, 0.4, 0.0) 80.42 

(0.4, 0.4, 0.2) 82.99 

(0.2, 0.4, 0.4) 85.10 

(0.0, 0.4, 0.6) 72.95 

(0.4, 0.6, 0.0) 82.66 

(0.2, 0.6, 0.2) 84.88 

(0.0, 0.6, 0.4) 71.50 

(0.2, 0.8, 0.0) 84.13 

(0.1, 0.8, 0.1) 84.79 

(0.0, 0.8, 0.2) 69.28 

(0.0, 1.0, 0.0) 63.97 

(1.0, 0.0, 0.0) 66.98 

(0.8, 0.0, 0.2) 74.79 

(0.6, 0.0, 0.4) 78.46 

(0.4, 0.0,0.6) 81.18 

(0.2, 0.0, 0.8) 83.30 

(0.0, 0.0, 1.0) 55.54 
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explicit edge processing (Sobel filtering). For global 

techniques, this operation is relatively fast since the process 

consists of simple thresholding operations. The increase in 

the execution time of the feature vector comparison occurs 

when the size of the feature vector increases. Again, this is 

more significant on local techniques than on global ones, 

because the size of the feature vectors of the latter do not 

change drastically.  

The results obtained in experiment 2, demonstrate both 

the effectiveness and the Efficiency of the proposed method. 

H.  Experiment 3: Evaluation of the Robustness of the 

Proposed Algorithms to Noise  

It is well known that edge calculation is, in general, 

sensitive to noise. One of the reasons is the fact that both 

edges and noise are in the high-frequency range. Therefore, 

it is legitimate to check whether the proposed approach 

weakens the robustness of the original techniques in a noisy 

environment. To do so, we have applied a Gaussian noise 

to BRODATZ dataset images and compared the results of 

the original methods with those of the modified techniques. 

In the experiment, we applied a Gaussian noise with 

mean=0 and STD=0.01. The results are shown in Table 6. 

I.  Discussion of Experiment 3 Results 

By comparing the results shown in Table 6 with those 

shown in Table 3, we notice that the performance of all the 

techniques have deteriorated but the gaps between the 

performance of the original techniques and that of the 

modified ones have significantly increased (2.48% against 

4.64% for LBP, 1.66% against 2.56% for LTP, 3.49% 

against 5.07% for LBPV, 6.20% against 8.02% for FFT, 

and 5.15% against 8.88% for DWT).  This indicates clearly 

that the proposed approach strengthens the resistance of the 

techniques to noise. 

 

V.  CONCLUSION 

There are several research works in the field of 

physiology suggesting that edge regions get more attention 

from the visual system of primates in general and humans 

in particular when analyzing scenes. Based on that 

suggestion, we proposed an approach for improving the 

performance of several existing texture analysis techniques.  

The approach is based on a simple idea consisting of 

separating edge regions/pixels from non-edge 

regions/pixels and extracting the features from both regions 

separately. The final feature vector is then a weighted 

combination of the two types of feature vectors. Where 

those extracted from edge regions are given higher weights.   

To check the effectiveness of this approach, we have 

devised five different algorithms that implement the 

proposed approach on five selected techniques (three local 

and two global techniques). The experiments we have 

conducted on three popular datasets showed that the 

implementation of the proposed approach significantly 

improves the performance of the tested techniques. They 

also showed that the required extra execution time is very 

negligible for global techniques and reasonable for the local 

ones. Finally, the experiments have showed that the 

proposed approach improves even the robustness of the 

technique against noise.  

We are planning to apply the proposed approach to a 

larger list of techniques and explore the means for 

extending its implementation on existing texture 

classification techniques. 

Table 3. Summary of the results obtained on BRODATZ dataset Note that, in tables 2-5, FFT and FFTE represent the original and modified Fourier based 

techniques respectively. DWT and DWTE represent the original and modified Discrete Wavelet Transform respectively. P (%) represents the average 
precision as defined by equations (2 & 3). E (s) and M (s) represent the average times, in second, for feature extraction and matching respectively 

 

 

 

BRODATZ Dataset 

 LBP LBPE LTP LTPE LBPV LBPVE FFT FFTE DWT DWTE 

P (%) 89.52 92.00 93.29 94.95 85.52 89.01 78.90 85.10 72.95 80.78 

Diff (%) 2.48 1.66 3.49 6.20 7.83 

E(s) 0.003 0.008 0.006 0.010 0.010 0.029 0.002 0.003 0.004 0.004 

M(s) 0.003 0.004 0.006 0.008 0.003 0.004 0.003 0.003 0.002 0.002 
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Table 4. Summary of the results obtained on OUTEX dataset. 

Table 5. Summary of the results obtained VISTEX dataset. 

Table 6. Comparison of average precisions of the original techniques and modified ones, obtained on noisy BRODATZ dataset. 

Noisy BRODATZ Dataset 

 LBP LBPE LTP LTPE LBPV LBPVE FMS FMSE DWT DWTE 

P (%) 80.89 85.53 88.01 90.57 78.85 83.92 75.09 83.11 67.62 76.50 

Diff (%) 4.64 2.56 5.07 8.02 8.88 

OUTEX Dataset 

 LBP LBPE LTP LTPE LBPV LBPVE FFT FFTE DWT DWTE 

P (%) 84.43 86.80 87.73 89.15 83.24 86.00 71.38 76.98 72.37 73.81 

Diff (%) 2.37 1.42 2.76 5.60 1.44 

E(s) 0.003 0.008 0.005 0.010 0.010 0.029 0.003 0.003 0.004 0.004 

M(s) 0.004 0.004 0.006 0.009 0.004 0.004 0.003 0.003 0.002 0.002 

VISTEX Dataset 

 
LBP LBPE LTP LTPE LBPV LBPVE FFT FFTE DWT DWTE 

P (%) 75.28 77.89 77.42 79.72 69.04 73.28 66.24 73.55 63.41 70.70 

Diff (%) 2.61 2.30 4.24 7.31 7.29 

E(s) 0.003 0.008 0.005 0.010 0.010 0.030 0.002 0.003 0.004 0.004 

M(s) 0.002 0.003 0.004 0.006 0.002 0.003 0.003 0.003 0.002 0.002 
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Fig.3. Precision-Recall graphs of the original and modified techniques obtained on BRODATZ 

   p=4.93e-5     p=2.87e-4 

  
   P=9.58e-4     p=2.85e-6 

   
p=5.36e-6 
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Fig.4. Precision-Recall graphs of the original and modified techniques obtained on OUTEX 

            p=3.59e-4                   p=4.25e-5 

   
              p=6.47e-6                 p=2.93e-7 
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Fig.5. Precision-Recall graphs of the original and modified techniques obtained on VISTEX 
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