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Abstract—Fractal analysis is currently in full swing in 

particular in the medical field because of the fractal 

nature of natural phenomena (vascular system, nervous 

system, bones, breast tissue ...). For this, many algorithms 

for estimating the fractal dimension have emerged. Most 

of them are based on the principle of box counting. In this 

work we propose a new method for calculating fractal 

attributes based on contrast homogeneity and energy that 

have been extracted from gray level co-occurrence matrix. 

As application we are investigated in the characterization 

and classification of mammographic images with 

SuportVectorMachine classifier. We considered in 

particular images with tumor masses and architectural 

disorder to compare with normal ones. We calculate, for 

comparison the fractal dimension obtained by a reference 

method (triangular prism) and perform a classification 

similar to the previous. Results obtained with new 

algorithm are better than reference method (classification 

rate is 0.91 vs 0.65). Hence new fractal attributes are 

relevant.  

 

Index Terms—Fractal, Texture, Gray Level Co 

occurrence Matrix, Mammography, Classification, 

Support Vector Machine. 

 

I.  INTRODUCTION 

Following the introduction of fractal geometry by B. 

Mandelbrot who demonstrated that most of the natural 

objects have a fractal nature [1], medicine took full 

advantage of this new concept. Various applications 

using Fractal Dimension (FD) and fractal attributes (FA) 

have emerged: segmentation, classification, modeling...  

Breast tissue is precisely of fractal nature and it is 

suitable to analysis it at this point of view in the aim of 

early detection of breast cancer. In fact, breast cancer 

continues to rank at the forefront of public health 

problems. So, early detection of mammographic tissues’ 

abnormalities is necessary to minimize the stresses due to 

the heavy support of this pathology. The accuracy of the 

detection is also relevant in a therapeutic irradiation.  

Many approaches have to be studied and compared to 

stop or reduce this pandemy. 

Our research project is a part of the diagnostic aid 

chain. More precisely, we are interested in the 

characterization of mammographic pathological tissues 

by the use of new fractal attributes based on texture 

analysis.  

This paper is organized in five sections. After 

Introduction in section I, we present, in section II, fractals 

and texture analysis. Section III, include some works 

based on mammography analysis using texture and fractal 

dimension. In section IV, the proposed approach is 

presented. Section V and VI, exposes respectively Results 

and Discussions; Finally, Section VII concludes the paper. 

 

II.  FRACTALES AND TEXTURE ANALYSIS 

A.  Fractal Dimension 

The first definition of fractal dimension is the Hausdorf 

dimension. In most practical situations, Hausdorf 

dimension uses to be complicate or even impossible to 

calculate. Thus, assuming that any fractal object is 

intrinsically self-similar, we may derive a simplified 
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version, also called similarity dimension or capacity 

dimension:  

 

)log(

)log(

r
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Where N is number of rules with linear length r used to 

cover the object. 

In practice, the above expression may be generalized 

by considering N as any kind of self-similarity measure 

and r as any scale parameter. This generalization gives 

rise to a lot of estimation methods for FD, with a broad 

application to the analysis of objects which are not real 

fractals (mathematically defined) but which present some 

degree of self-similarity in specific intervals [2]. To 

calculate the approximate FD several approaches are 

proposed in literature [3, 4, 5, 6]. We can classify them 

into three main approaches based respectively on the box 

counting, the area measurements and fractional Brownian 

motion (statistical approach). 

For gray level images include among others the 

differential box counting, and methods based on a 

measure of area.  

The choosing of method for FD estimation depends on 

the nature of image. We are interested with gray level 

textured images because it is the case of many medical 

images. So texture analysis must be taken into account. 

B.  Texture Analysis 

Texture analysis, can be done without addressing the 

fractal nature of the image. Recall that texture implies the 

idea of uniformity and repeatability in the image to form 

the surface or internal structure of the object. And 

according to Haralick definition "a texture is described by 

a set of basic primitives (or patterns) and their spatial 

organization." [7]. Texture classification techniques are 

grouped up in five main groups in general, namely: 

structural, statistical, signal processing, model-based 

stochastic and morphology-based methods. Out of the 

five groups, statistical and signal processing methods are 

the most widely used because they can be directly applied 

onto any type of texture [8]. The Gray Level Coocurrence 

Matrix (GLCM) method is a way of extracting second 

order statistical texture features. Haralick defines fourteen 

textural features measured from the GLCM. 

In the case of fractal approach based on texture 

analysis, there are mainly fractionnary Brownian 

Movement (FBM) and lacunarity estimation. FBM can be 

performed in spatial or frequency domain. Spatial 

approach is based on the use of Hurst parameter while 

frequency domain approach is based on the Fourier 

spectral power [9]. 

Finally, lacunarity is a fractal attribute that measures 

the distribution of holes in the image and according to 

some researchers the image texture is sufficiently 

characterized by the measure of lacunarity as a function 

of scale. Many methods were proposed, all of them deal 

with statistical measures [5].   

As we have just specified our area of interest is 

medical imaging. We will evaluate our method on 

mammography since it was shown that the breast tissue 

has a similar nature to that fractal clouds. It should be 

remembered; however its textured nature and therefore 

the tool we propose should suit his analysis. 

 

III.  MAMMOGRAPHY AND FRACTALS 

The analysis of mammographic images was widely 

investigated because it interest for early diagnosis of 

breast cancer which continues to rank at the forefront of 

public health problems. Several research teams have used 

the FD to identify breast disease. Two main axes were 

followed: characterization of the contour of lesions [10, 

11] and characterization of region [12, 13].  

We include here some researchers works based on 

mammography analysis using texture and fractal 

dimension. Main applications are for architectural 

distortion, tumor masses characterization and 

parenchymal texture analysis.   

Guo et al. [14] developed a fractal-based method for 

texture characterization of mammographic mass lesions 

and architectural distortion. They used a combination of 

FBM (fractal Brownian Motion) fractal dimension and 

lacunarity. 

Mavroforakis et al. [15] established a quantitative 

approach of mammographic masses texture classification, 

supported by fractal analysis of the dataset of the 

extracted textural features. A set of textural feature 

functions was applied on mammograms, in multiple 

configurations and scales, constructing "signatures" for 

benign and malignant cases of tumors. Fractal analysis 

was employed to compare the information content and 

dimensionality of the textural features datasets with the 

qualitative information provided through medical 

diagnosis. 

Characterization of architectural disorder has also been 

the subject of several researches with the single use of 

fractal dimension or of the fractal dimension and texture 

analysis. 

Tourassi et al. [16] was interested by the 

characterization of Architectural Distortion (AD). Fractal 

dimension (FD) of mammographic regions of interest was 

calculated using the circular average power spectrum 

technique.  

Banik et al. [17] have taken statistics measures of 

Haralick (contrast, homogeneity, energy and entropy) and 

FD for characterization of breast tissue in order to detect 

initial candidates for sites of architectural distortion in 

prior mammograms of interval-cancer and also normal 

cases. FD estimation was a frequency domain approach 

(conversion of 2D Fourier spectrum to 1D signal as a 

function of distance to zero-frequency) and selected five 

features sum average, node value, difference variance, 

contrast. 

Characterization was also performed in parenchymal 

texture analysis which is associated with breast cancer 

risk [18, 19, 2] and micro calcifications [20, 21].  

For all pre-cited works, classification was performed 

with the main following tools: Suport Vector Machine 



 New Algorithm for Fractal Dimension Estimation based on Texture Measurements:  11 

Application on Breast Tissue Characterization 

Copyright © 2016 MECS                                                          I.J. Image, Graphics and Signal Processing, 2016, 4, 9-15 

(SVM); receiver operating characteristic (ROC) and 

Neural Network. 

In the present work we compute fractal attributes based 

on three statistical measures of Haralick and compare the 

results with that obtained with the FD estimation of 

triangular prism (area approach). 

 

IV.  MATHERIAL AND METHODS 

To highlight the algorithm that we propose we 

compared with a reference method for gray level images 

(triangular prism). In this method gray level is considered 

as a third dimension and is given in the FD as a function 

of the prisms surfaces sum [22]. This method does not 

take account of the texture. In the particular case of breast 

images, the texture is a parameter that must be developed 

and most of the researchers are using texture features and 

add the fractal dimension that is often based on the box 

counting algorithm. 

Our method has the merit of combining texture and 

fractal dimension. It provides fractal attributes based on 

texture analysis (Fig.1).  

 

 

Fig.1. Organization chart of Fractal Dimension Estimations based on 
variation of distance D between compared pixels of GLCM. 

First we take a region of interest in source image, then 

we extract the horizontal vertical and diagonal GLCM for 

a given distance D between compared pixels. Then we 

extract mean values of contrast, homogeneity and energy. 

Each texture attribute is related to distance D. We 

increase D and extract the corresponding texture 

attributes. The process is repeated four times with a step 

of 2 for D. The fractal attributes are calculated according 

to formula 1(§ II). For example contrast based fractal 

attribute is the slop of linear regression log (contrast)/log 

(D). We explain hereafter the construction principle of 

the GLCM and the choice of texture features. 

A.  Gray level Co-Matrix 

A GLCM is a matrix where the number of rows and 

columns is equal to the number of gray levels, G, in the 

image. 

The matrix element P (i, j | Δx, Δy) is the relative 

frequency with which two pixels, separated by a pixel 

distance (Δx, Δy), occur within a given neighborhood, 

one with intensity ‘i’ and the other with intensity ‘j’. The 

matrix element P (i, j | d, ө) contains the second order 

statistical probability values for changes between gray 

levels ‘i’ and ‘j’ at a particular displacement distance d 

and at a particular angle (ө). Using a large number of 

intensity levels G implies storing a lot of temporary data, 

i.e. a G × G matrix for each combination of (Δx, Δy) or (d, 

ө). Due to their large dimensionality, the GLCM’s are 

very sensitive to the size of the texture samples on which 

they are estimated. Thus, the number of gray levels is 

often reduced [17]. In our case we choose 5 levels.  

Fractal analysis on the dimensionality of the textural 

datasets verified that reduced subsets of optimal feature 

combinations can describe the original feature space 

adequately for classification [14]. At the basis of this 

study we extracted only three statistical features from 

GLCM: contrast homogeneity and energy. 

Contrast quantifies variation in image intensity, 

providing a measure of gray-level contrast between 

neighboring pixels over the entire image.  

Energy is a measure of texture uniformity of the gray-

level spatial distribution.  

Homogeneity reflects the heterogeneity of the texture 

pattern and decreases with contrast [18]. 

These measurements are given respectively by the 

formulas: 
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B.  Data Base  

We use the miniMIAS database [23] with 1024x1024 

resolution mammograms. This base contains normal 

mammograms and pathological ones. Normal tissues are 

classified into three categories: F (Fatty), G (fatty 

Glandular) and D (Dense glandular). Pathologies cover 

architectural disorganization, micro calcifications and 

tumor masses. Tumors are classified into three categories: 

CIRC (circumscribed well defined masses); SPIC 

(spiculated masses) and MISC (ill-defined masses). 

Compute GLCM (D) in horizontal,  

vertical and diagonal directions 

Extract mean values of Homogeneity 

(D), Contrast (D) and Energy (D) 

Compute Fractal Attributes: 
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In our application we took normal tissues, tumor 

masses and architectural disorganization.  

When dealing with normal tissues we considered only 

one class covering all kinds of tissues.  

Fractal attributes were performed on region of interest 

of normal mammograms, those with tumor masses and 

those with architectural disorganization. Fig. 2 shows a 

sample of such images.  

 

 
a. Normal tissue 

 

 
b. Tumor mass 

 

 
c. Architectural disorder 

Fig.2. Region of interest of mammograms 

Triangular prism based FD was applied on the same 

images.  

The following step is classification and here we choose 

Support vector machines tool. 

C.  Classification  

Supportvectormachines (SVMs) introduced 

byVladimirVapniken1995 are supervised learning models 

with associated learning algorithms that analyze data and 

recognize patterns used for classification and regression 

analysis. This technique is the most frequently used for 

solving the outlined problem of image classification. 

SVM performs classification by constructing an N-

dimensional hyperplan that optimally separates the data 

into two categories. The SVM models are closely related 

to neural networks. The support vector machines are 

known for their good performance in the processing of 

big data and also in computer aided diagnosis. 

In this application we handle a multiclass task 

classification, which means a classification task with 

more than two classes. A OneVsOne method is used to 

constructs one classifier per pair of classes. At prediction 

time, the class which received the most votes is selected. 

Indeed, this method may be advantageous for algorithms 

such as kernel algorithms which don’t scale well with 

nsamples.  

To apply SVM we first devised our data to two classes 

as follow: 

 

- Normal tissues versus  tissues with tumor masses, 

- Normal tissues versus  tissues with architectural 

disorders, 

 

Then we applied SVM with a random partition for 5-

fold cross-validation, where each partition is divided to 5 

subsamples (folds), chosen randomly but with roughly 

equal size. Note that the number of partitions is reduced 

in our application because database is not very big. Then 

we display the Classification Rate (CR) which is the 

mean value obtained after 5 successive tests. 

 

V.  RESULTS 

We have taken normal breast, tumor masses and 

architectural disorder images of miniMIAS database. 

Then we calculated new fractal attributes (based on 

algorithm of Fig. 1) and FD based on Triangular Prism 

(area approach).  

Table 1 gives a sample of FD and FA obtained for 

some normal/pathological images of MIAS data base. 

Images in this table are randomly chosen to give an order 

of magnitude of FD and FA. We can see that 

differentiation between classes is not obvious since we 

have three parameters as output of our algorithm.  

Table 1. Fractal Attributes based on Contrast homogeneity and energy 
(FA Contrast, FA Homogeneity, FA Energy) and Fractal Dimension 

(FD) with triangular prism of some MIAS images .(N: Normal; T 

Tumor; A: Architectural disorder). 

  
FA 

Contrast 
FA 

Homogeneity 
FA 

Energy FD 

mdb020 N -0.69 -0.08 -0.87 2.23 

mdb070 N -0.73 -0.07 -0.68 2.24 

mdb040 N -0.84 -0.06 -0.78 2.38 

mdb167 A -0.60 -.009 -0.58 2.25 

mdb170 A -0.94 -0.05 -0.79 2.33 

mdb165 A -0.57 -0.10 -0.73 2.23 

mdb142 T -0.40 -0.80 0 2.32 

mdb148 T -0.82 -0.06 -0.85 2.38 

mdb058 T -0.33 -0.14 -0.85 2.33 

 

Figures 3 and 4 shows respectively the fractal 

dimension obtained with triangular prism and fractal 

attribute obtained with new algorithm considering two 

classes: tumors / healthy tissue. For the sake of clarity, 

we consider in the plot, only the fractal contrast attribute.  

It is found that, in visu, the new method allows better 

discrimination between the two classes.    
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Fig.3. Fractal Dimension (Triangular Prism) for Normal Tissues/Tumor 
masses. 

 

Fig.4. Contrast based Fractal Atribut (New algorithm) for Normal 
Tissues/Tumor masses. 

Similarly, Figures 5 and 6 shows respectively the 

fractal dimension obtained with triangular prism and 

contrast based fractal attribute obtained with new 

algorithm considering two classes: Architectural disorder 

/ Normal tissue. 

 

 

Fig.5. Fractal Dimension (Triangular Prism) for Normal 
Tissues/Architectural Disorder. 

 

Fig.6. Contrast based Fractal Atribut (New algorithm) for Normal 
Tissues/Architectural Disorder. 

The next step is classification which permits the 

differentiation between normal tissues and pathological 

ones, given the three fractal attributes as input parameters. 

The classification rate is the output parameter which 

relates the quality of classification. So we use this 

parameter to compare our method with the reference one 

(Triangular Prism).  

In this work we chose SVM classifier for its simplicity 

and robustness. Table 2 summarizes SVM classification 

rates with the three fractal attributes: contrast based FA, 

homogeneity based FA and energy based FA in 

comparison with single FD (Triangular Prism). We 

considered two binary classes: normal tissues/tumor 

masses and normal tissues/Architectural disorder. 

Table 2. Classification rates of Normal/tumor and Normal/ Architectural 

disorder with the compared algorithms (triangular prism and new 
method). 

Algorithm Normal/ 

Tumor 

Normal/ 

Architectural disorder 

Triangular Prism 0.6510 0.6418 

New method (GLCM) 0.9098 0.6673 

 

Moreover, we studied the effectiveness of Fractal 

dimension approach in characterization at a simple point 

of view: Since our algorithm derives from Haralick 

statistical measurements the question was did this 

calculation enhance characterization compared with pure 

statistical measures (those obtained directly from GLCM) 

[24]. Of course we consider the same attributes: contrast, 

homogeneity and energy.  

The result is presented in Table 3. We can see that new 

algorithm gives better classification rates in both 

previously studied classes: Tumor masses vs Normal 

tissues and Architectural Disorder vs Normal tissues. 

Table 3. Classification rates of Tumor masses/Normal and Architectural 

disorder/Normal with new algorithm based on Fractal Attributes and 
pure Haralick Statistical measurements. 

Classification 

rates 

Tumor mass 

/Normal 

Architectural Disorder 

/Normal 

New Algorithm 0.9 0.6 

Haralick Statistical 

attributes 

0.8 0.5 

 

In addition to this exposed work, we applied image 

enhancement before extraction of the several attributes. 

We noticed that classification rates and in most cases 

lower when performing this treatment. So in the present 

work no preprocessing was performed, but this do not 

mean it uselessness because we just tried a simple 

algorithm. 

 

VI.  DISCUSSION 

As explained above, we choose characterization of 

breast tissues as application and we consider in particular 

tumor masses architectural disorder and normal tissues. 

We give a sample of FD and FA of these tissues. In 

regarding the values the difference between normal 

tissues and pathological ones is not obvious. So we 
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applied SVM classifier. We notice that the separability of 

tumor masses is good with a classification rate around 0.9 

for the proposed algorithm and only with 0.6 for 

triangular prism witch do not take into account the texture 

of breast tissue.  Moreover we studied effectiveness of 

fractal attributes and found that they enhance 

classification rate if compared with pure statistical 

approach. 

Architectural disorder is lowly discriminated from 

normal tissues, but new algorithm is again more accurate 

with a classification rate of 0.67 versus 0.64.  This low 

rate can be explained by the fact that this pathology is an 

early stage state. So, more parameters have to be used to 

distinguish it. In this case, image preprocessing can be of 

great interest to enhance differences between 

architectural disorder and normal tissues [25]. In addition 

to that point, we didn’t perform any segmentation to 

extract correctly and precisely the pathological tissue. We 

just took a region of interest (parameters given by MIAS) 

and in this region there were a little portion of normal 

tissue. This is also available for tumor case. So 

segmentation is a pertinent pre-processing tool for 

characterization [26]. 

In all cases more parameters have to be used in 

addition to that proposed to enhance classification rates 

as it is the case in literature. We did not try to do so in the 

present work because it is a difficult task and comparison 

with results of literature is also difficult because many 

variables have to be studied (source image, pre-

processing, normalization) and other parameters are 

unknown (not précised by authors). For this reason we 

performed a single comparison with a reference algorithm 

that we computed and applied in the same conditions of 

ours’ 

Concerning execution time we obtained 0.07 s for 

Prism method and 0.11 s for new algorithm. This result 

was expected since we measure three parameters with 

new algorithm versus one for Prism. This is a little 

difference which is acceptable since the process is not 

done in real time.   

 

VII.  CONCLUSION 

In this work, fractal attributes obtained from GLCM 

have been investigated to characterize breast tissues 

through the variation of distance between compared 

pixels in GLCMs. We choose three texture attributes 

contrast, homogeneity and energy; and calculate the 

corresponding fractal attributes. Here, a fractal attribute is 

the slope of the linear regression of log (texture attribute)/ 

log (distance). We applied our algorithm on MIAS 

database considering in particular normal mammograms, 

those with tumor masses and those with architectural 

disorder.  

Then we used SVM classifier and obtained satisfying 

classification rates for tumor/normal tissues with the 

superiority for new proposed algorithm. Less 

classification rates are obtained for architectural 

disorder/normal tissues.  

However, the choice of attributes could be judiciously 

changed (from GLCM). In addition to that, we can 

enhance the differentiation between classes by an 

automatic segmentation of lesion before extraction of FA.  

More accurate results can be obtained by adding more 

parameters like contour attributes, color attributes (if 

dealing with colored images), lacunarity…  

However, the proposed fractal attributes can be used to 

characterize any type of gray level textured image 

(medical or not) such as brain MRI. 
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