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Abstract—Content-based image retrieval is the process of 

recovering the images that are based on their primitive 

features such as texture, color, shape etc. The main 

challenge in this type of retrieval is the gap between low-

level primitive features and high-level semantic concepts. 

This is known as the semantic gap. This paper proposes 

an interactive approach for optimizing the semantic gap. 

The primitive features used are HSV histogram, local 

binary pattern histogram, and color coherence vector 

histogram. The mapping between primitive features of 

the image and its semantic concepts is done by involving 

the user in the feedback loop. Proposed primitive feature 

extraction method shows improved image retrieval results 

(Average precision 73.1%) over existing methods. We 

have proposed an innovative relevance feedback 

technique in which the concept of prominent features is 

introduced. On the application of the relevance feedback, 

only prominent features which are having maximum 

similarity are utilized. This method reduces the feature 

length and increases the efficiency. Our own interactive 

approach for relevance feedback is not only 

computationally simple and fast but also shows 

improvement in the retrieval of semantically meaningful 

relevant images as we go on increasing the iterations. 
 

Index Terms—Semantic gap, content-based image 

retrieval, relevance feedback, HSV histogram, local 

binary pattern, color coherence vector. 
 

I.  INTRODUCTION 

It’s a Digital world. Today everything is available in 

digital form. Now a day everyone prefers to store the 

images digitally than printing, hence digital image 

database is growing rapidly. And with the above situation 

comes a need to find an image from the available 

database as fast as possible. There are number of 

algorithms available to retrieve similar images. The 

retrieval algorithm using primitive features contents such 

as texture, shape, color is known as content-based image 

retrieval (CBIR). The other algorithm called Text based 

image retrieval identifies the similar images based on the 

textual words linked with the images. But it’s a lengthy 

manual labor to assign every image some keywords. In 

case of CBIR, it is observed that the images retrieved do 

not pass the criteria of user’s intention and thus there is a 

semantic gap between the images retrieved and the user’s 

mind. To reduce this gap, we have introduced user’s 

interface in the system in a form of feedback. This 

approach is known as the interactive approach [1-3]. 

The proposed methodology worked at two levels. 

Initially, the images are ranked by distances to the query 

image. In the second level, an interactive approach using 

relevance feedback is used by involving the user in the 

feedback loop. After every retrieval cycle, the user labels 

three relevant images which are used to redefine the 

query and retrieve similar images. The first level 

comprising of feature extraction using local binary 

pattern (LBP), HSV histogram (HSVH) and color 

coherence vector (CCV) [4]. The retrieval results using 

this proposed methodology are also compared with 

another feature extraction method [5]. It was marked that 

our approach for primitive feature extraction [4] proves to 

be better than other approaches. The relevance feedback 

technique proposed by us is simple and computationally 

fast. In addition to this, the retrieval of semantically 

meaningful images was improved with the increasing 

iterations. 

The rest of the paper is organized as follows. The 

literature survey is given in section II. The methodology 

is explained in section III. Experimentation is given in 

Section IV. The results are discussed in section V. 

Section VI dictates the conclusion of the work proposed.  

 

II.  LITERATURE SURVEY 

Rui et al. [1] analyzed that there is the limited 

application of the proposed approaches for CBIR. 

Specifically, these approaches have not explored the 

important characteristics of the retrieval process, i.e. the 
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semantic gap. Here the author proposed a relevance 

feedback (RF) based CBIR system, which utilize the 

primitive features of the high-level query given by the 

user. In every feedback loop, the feature weights are 

updated according to the user’s feedback. Here the 

experimentation is done on a large database and 

promising results were obtained. An RF model for CBIR 

is proposed where the user assigns weights to image 

features which are captured by the model and then the 

results are obtained for retrieval purposes [2]. The above 

approach has given a good interpretation of data. In 

addition to this while formulating the query, the negative 

examples are integrated and, therefore, the retrieval speed 

and the accuracy is improved. 

Grigorova et al. models a feature adaptation concept 

which is based on relevance feedback [3]. The feature 

weights and parameters of the query are dynamically 

adjusted along with the image number and image type to 

obtain semantically meaningful images. It is marked by 

the author that there is an improvement in the accuracy as 

compared to existing RF techniques.  

Hong et al. [6] utilized positive as well as negative 

feedbacks for CBIR. Support Vector Machines (SVMs) 

were used for the classification of the images into 

positive and negative class. In this approach the user does 

not require to provide preference weights for every 

positive class. An edge-based structural feature extraction 

system for CBIR is designed by Zhou and Huang [7]. 

Here, the author used the water filling algorithm. Pure 

texture images and real world photos are used for 

experimentation. The features used by the author are 

found appropriate for the images having significant or 

prominent edge structure, while the texture features like 

Wavelet Moments do not yield good results. They are 

found to be useful for extracting unique edge patterns 

which are stated as edge-based structural features. In 

addition to this, a generalized RF technique for tile-based 

image regional matching is also proposed, however the 

method failed to give the promising results due to the 

intrinsic position variant property and constant shape and 

size of the tiles.  

Han and Guo [8] proposed a method that combines 

primitive or low level image features (LLIFs) and 

semantics seamlessly. Classification techniques and an 

RF are used to reduce the gap between low-level image 

features and high-level human semantics. Bayesian 

learning technique is utilized for classification of images 

whereas color coherence histogram, Gabor filter, edge 

direction coherence histogram are used for feature 

extraction. Matching degree between keywords is 

analyzed for similarity measure. In [9] the author used a 

Riemannian Manifold learning algorithm for reduction of 

SG in CBIR. The author proposed an RF technique which 

involved positive and negative (relevant/irrelevant) 

images stated by the user during the feedback. They have 

pre-computed the cost adjacency matrix and its 

Eigenvectors corresponding to the smallest Eigenvalues 

and then applied the Riemannian Manifolds learning 

concepts to estimate the boundary between positive and 

negative images. Claire and Brisset [10] exhibited an 

ontological way to deal with the mapping between high-

level and low-level information, and it is applied to 

heterogeneous information integration for the 

configuration of a knowledge server supporting 

Situation/Threat Assessment and Resource Management 

(STA/RM) processes. The building of ontology is time-

consuming and should be supported by methodologies 

and tools. 

The local binary pattern is used as a tool to capture 

facial expression in an image [11]. The local binary 

pattern played an important role to convey the required 

facial expression information. In our paper, local binary 

patterns are used as one of the primitive features to 

extract primitive feature information. 

A survey on different low-level feature extraction 

techniques is presented in [12]. The author concludes that 

the Gabor Features, Pyramid Histogram of Oriented 

Gradient and LBP methods are efficient and give a high 

precision and classification accuracy.  

Xu et al. developed a new RF method which involves 

short-term memory (STM) to save the feedback 

information [13]. Image selection is done with the help of 

STM. In addition to this a novel weight updating method 

based on feedback information is also proposed by the 

authors. This method is found to be highly efficient for 

retrieval of shape-based medical images. 

 

III.  METHODOLOGY 

A.  Preprocessing of Image 

Preprocessing of the image is done so as to get the 

image in the desired form to perform operations on the 

image. All the database images are resized to 256x256 

pixels for ease of operation. The RGB image is first 

converted to HSV [14-16] format. RGB to HSV 

conversion is done because this recorded RGB color 

fluctuates significantly with the camera direction, surface 

orientation, the illumination point, illumination spectrum 

and the interaction of light with the object. This 

variability should be dealt with in one way or another. 

Moreover, the way how a human perceives color is a 

complex issue where many efforts are taken to retrieve 

perceptual similarity. The HSV color model is generally 

used due to its invariant properties. The hue component 

does not vary with camera view-point and object 

orientation which occurs due to illumination and 

therefore mostly used for the retrieval of the object.  

B.  Feature Extraction 

We have used color features [17, 18] like color 

coherence vector, color histogram, and local binary 

pattern to identify the similarity between images. Let’s 

see the brief idea about each used feature. 

For a given color space, color histogram [1, 19-22] 

conveys the information about the quantity of occurrence 

of each color in an image. It is a graph with color on one 

axis and a corresponding number of pixels of each color 

on another axis. The Color histogram does not vary with 

translation, rotation about an axis perpendicular to an 



 An Interactive Approach for Retrieval of Semantically Significant Images 65 

Copyright © 2016 MECS                                                        I.J. Image, Graphics and Signal Processing, 2016, 3, 63-70 

image and slowly varies with rotation about other axes 

occlusion and change of distance to the object. 

A color coherence vector [23, 24] gives us the 

information whether a pixel belongs to a large similarly 

colored region. We refer to these significant regions as 

coherent regions, which are of significant importance in 

characterizing images. Color coherence vector classifies 

each pixel as coherent or incoherent depending on the 

criteria specified by the user. For a pixel to be coherent, it 

should be a part of a big connected component. Here we 

have given an area of 50 as a threshold i.e. area greater 

than 50 comes under big connected component and areas 

less than 50 comes under small connected components. In 

this way, the color coherence vector is being calculated. 

LBP [25, 26] is one of the suitable features for texture 

classification. It assigns a new value to the pixel of an 

image based on its neighborhood intensity levels. LBP 

labels the pixels of an image by thresholding the 

neighborhood of each pixel and we get a binary number 

as a result. LBP is widely used in many CBIR 

applications due to its distinguishing power, 

computational simplicity and robustness to monotonic 

intensity variations caused due to illumination changes.  

C.  Relevance Feedback 

We know primitive features are not sufficient to 

retrieve the best results; there is always a gap between the 

primitive features and the high-level human semantic. To 

reduce the semantic gap we have introduced users 

interface in the system in the form of relevance feedback 

[6, 1, 27, and 28] 

The low-level features [17] like HSV histogram (HH), 

color coherence vector (CCV) and local binary pattern 

(LBP) are calculated. A matrix is created named FD, 

where all feature values are saved as shown in Eq. (1) 

There are 24 values of the color histogram, 16 local 

binary pattern values, and 48 color coherence vector 

feature values. So the feature matrix is of dimension 1x88 

for the query image.  We have created a database of 800 

images; the feature matrix of database images is Fq as 

shown in Eq. (2). 
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As the user enters the query image, we calculate the 

feature matrix for the query image as shown above as Fq 

and compare it with the feature matrix of database images 

and find out the corresponding Euclidean distance DE as 

shown in Eq. (3). We fetch the indices of first 20 images 

from sorted Euclidean distance matrix and display them. 

This is called the first iteration.  

After the 1st iteration, the system will ask the user for 

user’s opinion. If he is not satisfied with the result, the 

system will ask the user for three most relevant images 

according to user’s intention. 
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Then these three images are taken as query and again 

all the features are extracted for these three images. Here 

we have introduced a concept of prominent features. 

Prominent Features are the features with a minimum 

difference. Out of 88 primitive features, 30 prominent 

features are selected and feature matrix is computed as 

shown in Eq. (4). 
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In the 2
nd

 iteration, only the prominent features are 

considered while calculating Euclidean distance and the 

feature vector length of the new query is 30. The system 

asks for three most relevant images from the user, these 

images are again considered as query image and the 

process is repeated to retrieve 10 relevant images. While 

considering the 2
nd

 query image, common images are 

discarded. The same procedure is applied for the 3
rd

 

query provided by the user and the corresponding results 

are displayed. This process repeats itself until the user is 

satisfied. This interaction of the user with the system is 

the relevance feedback. It is observed that the system 

gives improved results in 2
nd

 or 3
rd

 iteration. The 

complete flow of the system is as shown in Fig. 1.  
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Fig.1. System Flowchart. 

D.  System Algorithm 

1. Accept the input query image. 

2. Convert the RGB image to HSV format 

3. Compute the low-level features of the query image 

and form the feature vector matrix 

4. Compare the query feature vector with the 

database feature vector. 

5. Calculate the Euclidean Distance. 

6. Display the top 20 images with minimum distance. 

7. Ask the user if he/she is satisfied with the results, 

if yes go to step 12 

8. If no, get the rank of most relevant 3 images from 

the user. 

9. Calculate prominent features for selected images. 

And find the Euclidean distance using only these 

prominent features. 

10. Display 10 images per query by discarding the 

common images. 

11. Go to step 7 

12. End 

 

IV.  EXPERIMENTATION 

The database used is the subset of Corel Database [29]. 

The Database consists of 1000 images from 10 different 

classes. The ten classes are buildings, elephants, Africans, 

beach,  bus, dinosaurs, horses, snowy mountains, roses, 

and food. Sample images from each category are shown 

in Fig. 2. The database is divided into 20:80 ratios. 20 

images of each category are used for testing and 80 

images of each category are trained to create the database. 

In the first level of experimentation, the image features 

were extracted using two primitive feature extraction 

methods. One method uses a hybrid approach [28] using 

shape and texture and another method includes an 

approach which integrates global basic color features and 

the features exploring the spatial relationships i.e. LBP 

and CCV. This method integrates many orientations and 

keeps a comparatively low feature size. 

The performance of the proposed algorithm is assessed 

by using two parameters, recall, and precision. Precision 

is based on the total number of images retrieved and 

number of relevant images retrieved. A precision of value 

1.0 indicates that every image retrieved by the system 

was relevant. Let x be the number of relevant images 

retrieved and y be the total number of images retrieved. 

Precision is then given by Eq. (5). 
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Fig.2. Sample images from COREL database.
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A recall is based on the number of relevant images 

retrieved and the total number of relevant images in the 

database. A perfect Recall value of 1.0 indicates 100% 

retrieval of relevant documents or images. It also 

describes how effectively the CBIR system retrieves all 

the relevant images for a particular query image. Let z be 

the total number of relevant images in the image database. 
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V.  RESULTS AND DISCUSSION 

Table 1 gives the average recall by method 1 and 

proposed LLIF extraction method for primitive feature 

extraction i.e. method 2 without relevance feedback (RF). 

There is a huge difference between the recall by both the 

methods. The recall by Method 1 lies in the range of 2% 

to 5.35% maximum. For the class Dinosaurs we are 

getting the highest recall of 25%. As the images of this 

class are prominent by shape and there is just one object 

on the background, both the methods successfully 

retrieve the correct images. This is not the case with other 

class images. Still the proposed method which integrates 

the global basic color features, CH and the features 

exploring the spatial and structural relationship (LBP and 

CCV) is highly successful in retrieving large number of 

number of relevant images. By method 2 we get the recall 

in the range of minimum 3% up to maximum 25%. In 

addition to this the average recall is gotten to be more 

than 13% which is quite higher than that of using method 

1. 

The retrieval results are improved by a significant 

amount when the RF is applied.  Table 2 describes the 

average precision with RF by method 1 and method 2. 

The retrieval results show that after the use of RF, the 

average precision increases iteration wise. As we go on 

increasing the iterations, the number of relevant images 

retrieved increases except some exceptional cases. It 

depends upon the kind of query being feed back to the 

system. 100% precision is observed in case of Dinosaurs.   

Table 1. Results (Average Recall) for LLIF extraction for CBIR without 
relevance feedback 

Category Method 1 Proposed method 

(Method 2) 

Africans 2.20 13.44 

Beach 4.55 9.94 

Buildings 3.65 10.00 

Bus 3.15 16.25 

Dinosaurs 25.00 25.00 

Elephants 3.55 3.25 

Roses 3.45 9.31 

Horses 3.55 22.38 

Snowy mountains 5.35 9.30 

Food 3.45 13.00 

Average Recall for all 

test images 

5.79 13.19 

By method 1 the average precision goes up to 35.42% 

in iteration 3. As we go on increasing the iterations, we 

can achieve better results. Category wise results are 

shown in Fig. 3 and Fig.4.  Table 2 also shows the 

average precision by proposed method. In first iteration 

itself this method gives very good results. As we marked 

that for the classes like Africans, Buses, Horses the 

precision is very good in first iteration. Here we applied 

relevance feedback and observed the results for second 

iteration. The precision improves hardly by some amount 

in second iteration. We get precision in the range of 

minimum 30% up to maximum 100% in third iteration. 

Average precision in this case is found to be 57.03%. We 

can improve the results by increasing the number of 

iterations. It is observed that more semantically similar 

images are gotten as the iteration continues increasing.  

Table 2. Average Precision with Relevance Feedback 

Methods for  
CBIR 

Iterations 

1st 2nd 3rd 

Method 1 

 

26.63 35.63 35.42 

Proposed method 

(Method 2) 

53.08 54.10 57.03 

Table 3. Average Recall with Relevance Feedback 

Methods for  

CBIR 

Iterations 

1st 2nd 3rd 

Method 1 

 

5.8 10.2 10.3 

Proposed method 

(Method 2) 

13.2 16.8 17.6 

 
Table 3 gives idea about average recall with RF by 

both the primitive feature extraction methods. Category 

wise results are shown in Fig. 5 and Fig. 6. As the 

iterations increases, the percentage recall increases. By 

method 1 the average recall lies in the range of 5.8% up 

to 10.3%. We can improve the recall further by 

performing more number of iterations.  

 

 

Fig.3. Retrieval Results (% Precision) by proposed RF algorithm. 
(LLIFs extraction using method M-1) 

In case of the retrieval by proposed LLIF extraction 

method, initially the recall values were found to be good. 

They improved further with increasing iterations. We get 

a recall of minimum 10% up to maximum 37%. Average 
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recall is found to be 17.6% in the third iteration. It is 

observed that proposed method i.e. method 2 is found to 

be more efficient to give semantically significant results. 

In addition to this the retrieval results from Table 1 to 

Table 3 show that the proposed relevance feedback 

approach is found to be improving significantly irrelevant 

of any of the LLIF extraction techniques for the retrieval 

of semantically significant images. 

 

 

Fig.4. Retrieval Results (% Precision) of proposed RF algorithm. 
(LLIFs feature extraction using proposed method) 

 

Fig.5. Retrieval Results (% Recall) by proposed RF algorithm. (LLIFs 
feature extraction using method M-1) 

 

Fig.6. Retrieval Results (% Recall) of proposed RF algorithm. (LLIFs 
extraction using  proposed method) 

 

 

Fig.7. Query Image 

 

Fig.8. Results of first iteration by proposed approach 

 

Fig.9. Results of 2nd iteration by proposed RF approach (Rank 1 to 9) 

 

Fig.10. Results of 2nd iteration by proposed RF approach (Rank 10 to 
18) 
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VI.  CONCLUSION 

This study explored the CBIR framework utilizing RF 

that uses prominent features of new query labels to 

enhance the retrieval performance. Different feature 

extraction methods and RF strategies are contemplated 

and after marking the limitations of the existing routines, 

our own methodology has been presented. 

One of the main contributions in this paper is the use of 

global color features and the features exploring the 

structural connections to amalgamate many orientations, 

textures and color distributions among the images. 

Another work such as minimizing the feature vector 

size during re-querying to make the retrieval faster is 

proposed and the results are discussed. Deciding the 

weights while applying the RF is not necessary; rather it 

is observed that a simpler retrieval algorithm for RF is 

found to be better for optimization of semantic gap in 

CBIR. Our approach led to a fast, accurate and simple RF 

system which can be applicable to large and a variety of 

databases. But as it is said that “there is always a room 

for improvement”, we have reduced the semantic gap 

considerably and still efforts could be made to reduce it 

even further by using neural network approach. 
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