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Abstract—The signal processing applications are limited 

with high-resolution signal parameter estimation. 

Therefore the Direction of Arrival estimation algorithm 

needs to be effective and efficient in order to improve the 

performance of smart antennas. This paper presents the 

simulation for a subspace based DOA estimation 

algorithm with high resolution. MUSIC (Multiple signal 

classification) and the IMUSIC (Improved MUSIC) are 

presented and optimized by varying various parameters. 

The basic MUSIC algorithm is ineffective in estimating 

the incoming coherent signals. The new improved 

MUSIC algorithm overcomes this ineffectiveness and 

correctly estimates the related signals with improved 

accuracy. The improved version of MUSIC algorithm is 

brought about by taking into account the conjugate of the 

data matrix for MUSIC algorithm and then reconstructing 

it. The various factors like the number of array elements, 

number of snapshots, varying the distance between array 

elements, varying SNR and the difference in arrival 

angles can bring about better resolutions. The 

comparisons for MUSIC and Improved MUSIC 

algorithm are widely discussed. 

 

Index Terms—DOA, MUSIC, ML, IMUSIC, ULA, 

ESPRIT. 

 

I.  INTRODUCTION 

The smart antenna system detects the emitted narrow 

band signals from different sources using the sensor 

arrays by applying specific estimation algorithms. The 

array signal processing works on processing and 

strengthening the useful signals that are received by the 

antenna elements, then taking measures for diminishing 

noise and interference, and simultaneously collecting  

needful signal parameters in order to carry out the 

estimation process . 

The various engineering applications like the radio, 

sonar, wireless communication, astronomy, earthquake, 

medicines, tracking and other emergencies have a vital 

importance for the Direction of Arrival (DOA) estimation 

algorithms [1]. Smart antennas provide higher 

communication capacity by suppressing multipath signals 

and interference. The resolution of the estimation process 

can be enhanced by using an array of antenna system 

rather than a single antenna [2] as the system provides 

spatial sampling. The Barlett, MUSIC, MVDR, 

Estimation of signal Parameter through Rotational 

Invariance Technique (ESPRIT), Capon, Maximum 

Likelihood (ML) techniques [3] and Min-norm are the 

various resolution algorithms. 

The spatial spectrum comprises the target stage, 

observation stage and the estimation stage [4] and assume 

that the signals are distributed in the entire space in all the 

directions. This signal spatial spectrum is exploited to 

obtain the Direction of Arrival of the incoming source 

signals. ESPRIT [5] and the MUSIC (Multiple Signal 

Classification) [6-7] are the two most widely used 

subspaces based spectral estimation techniques which 

work on the Eigen value decomposition technique. The 

covariance matrices of the signals form the base for the 

subspace based approaches. As the ESPRIT estimation 

algorithm is applicable only to the array structures with 

peculiar geometries [8], the MUSIC algorithm is found to 

be the most classic and accepted parameter estimation 

technique that can be used for both uniform and non-

uniform linear arrays. It works with the Uniform Linear 

Array (ULA) where the Nyquist criterion forms the basis 

for the placement of the array elements. The non- 

uniform array designing [9] is quite tedious.  

 

 

Fig.1. The array antenna model for DOA Estimation Algorithms. 

A simple arrangement of the antenna array receive 

model is shown in the above figure. The estimation 

algorithms are supposed to compute the number of 
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incident signals on the sensor array, their corresponding 

strengths and the direction of arrival i.e. the incidence 

angle of the incoming signal. For carrying out the 

estimation process we first need to uniformly sample the 

bearing space to fetch many of the discrete angles, and 

then we need to follow the assumption that the source and 

noise signals are arriving from every small bearing angles 

and the estimation algorithm computes the angle of signal 

corresponding to stronger power.  

The simulations on varying the factors are carried out 

using MATLAB which specify that the efficiency and 

resolution of the obtained spectrum using MUSIC 

algorithm can be increased by varying various parameters 

like the spacing between the array elements, number of 

array elements, number of snapshots and the signal 

incidence angle difference. The estimation of the related 

signals is not that efficient by using the conventional 

MUSIC algorithm, and this algorithm is found to have a 

declining performance when the antenna array has phase 

and amplitude errors. An improved MUSIC algorithm 

which is brought about by taking into account the 

conjugate of the data matrix for MUSIC algorithm and 

then reconstructing it is also broadly discussed. This 

improved version of the MUSIC algorithm solves the 

problem for the incoming signals that are coherent. This 

algorithm is found to solve all the such estimation errors 

where the conventional MUSIC lags. This paper widely 

discusses the performance of the above two mentioned 

estimation algorithms on varying the factors related to the 

estimation scenario.      

The paper is organized as follows. Section II describes 

the mathematics behind the array sensor system. Section 

III gives the MUSIC algorithm and in IV the parameters 

influencing the performance of MUSIC algorithm are 

discussed. Section V focuses on the detection of coherent 

signals and then the following section describes the 

Improved MUSIC algorithm. Finally section VI 

concludes this article by drawing inferences on study. 

We are considering F narrow banded source signals 

with the same centre frequency f0 which are impinging on 

an array with D number of sensor elements. The number 

D is always kept greater than the number of incident 

source signals and the array elements are linearly spaced 

with equal distances between consecutive elements.  

Restricting the  number of sensors to be greater than the 

number of signals being incident i.e. (D>F) for a better 

estimation result we suppose that the M incoming signals 

will be incident on the sensor array with azimuth angles 

θk, where k varies from 1 to F. The consecutive elements 

of the array are placed such that they maintain a distance 

of half of the received signal wavelength [10]. The space 

matrix [d1 d2….dD-1] represents the consecutive elements 

of the antenna array. 

 

Fig.2. The antenna system model for DOA Estimation 

The figure shown gives the structure of an uniform 

antenna array i.e. d1=d2 =dD-1 which lies in the same 

plane as the incoming signals. 

If the source signal has a phase of       and amplitude 

to be aamp(t), The complex form representation of the 

source signal is : 

 

Ss (t)= aamp(t)  
                                 (1) 

 

If the first element of the antenna array is taken as  the 

reference element, the signal sensed because of the p
th

 

signal source [11] by the k
th

 array element will be 

represented as:   

 

 Sp  
                

 where 1≤p≤F              (2) 

The overall sensing for all the incoming signals done at 

the k
th

 array (where 1≤ k ≤D) is calculated as :   

 

Op(t) =  ∑  
                

                 
 
        (3) 

 

Taking the separation between the (k-1)
th 

and the k
th

  

array elements to be dk , and  Sp (t) representing the p
th

 

signal that is being incident on the antenna array ,  and nk 

representing the noise signal that is being  sensed by the 

k
th

 element of antenna array. We denote a matrix O(t) 

representing the received signal that comprises of all the 

information obtained by the overall D array elements. 

The matrix representation is given as:  

 

O(t) = ASs(t) +N(t)                           (4) 

 

„A‟ in the above equation represents a steering vector 

matrix and N(t) gives the total noise that is received by all 

the array elements . The received signal by the array 

elements is:  

 

O(t) = [ O1(t) O2(t)...OD(t)]
T
                   (5) 
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Now calculating the matrix representation for the „F‟ 

signal sources that are being incident on sensor array and 

the steering vector matrix „A‟ [11] :  

 

Ss(t) = [ S1(t)  S2(t)…SF(t) ]
T                          

(6) 

 

A= [ β(θ1) β(θ2), …. β(θF) ]                   (7) 

 

The above two matrices given in equations (6) and (7) 

form the signal subspace.  And in the following equation 

β(θp) gives the number of source signals that are being 

incident as β(θp) = 

 

              
    
 

       θ  
          

      
 

      θ  
             

(8) 

 

The value of p in the above equation ranges from 1 to 

F. 

 

III.  THE MUSIC ALGORITHM 

Estimation approach known as Multiple Signal 

Classification (MUSIC) algorithm in 1979[12].This 

algorithm is similar in character with the maximum 

likelihood method and is basically an one-dimensional 

representation of the maximum entropy. The basic 

approach of this algorithm is to separate the signal from 

the noise using the Eigen value decomposition of the 

received signal covariance matrix. It uses the 

orthogonality property of both the signal and noise space. 

Then the estimation is brought about by using one of 

these subspaces and considering that the noise in each 

channel is highly uncorrelated. As this algorithm takes 

uncorrelated noise into account, the generated covariance 

matrix is diagonal in nature. Here the signal and the noise 

subspaces are computed using the matrix algebra and are 

found to be orthogonal to each other. Therefore this 

algorithm exploits the orthogonality property to isolate 

the signal and the noise subspaces. 

There are a variety of algorithms for carrying out the 

estimation process, out of which this paper focuses on the 

most accepted and widely used Multiple Signal 

Classification algorithm. It decomposes the obtained data 

correlation matrix into two orthogonal subspaces, namely 

the signal and the noise subspaces. And then it uses of 

these subspaces to estimate the direction of the incoming 

signal. The obtained data correlation matrix actually 

forms the base for the MUSIC algorithm. We then need 

to search through the entire steering vector matrix and 

then try bringing out those steering signals and noise 

vectors which are exactly orthogonal. Let „CJ‟ be the 

covariance matrix for the received data O, where 

covariance matrix is the expectance of the matrix with its 

Hermitian equivalent. 

 

CO = E[OO
H
]                           (9) 

 

Now using equation (5) for the value of O we get: 

 

CO = E[(AS+N) (AS+N)] 

= AE[SS
H
]A

H
 + E[NN

H
]                    (10) 

 

= ACOA
H
 + CN 

 

CN  is the correlation matrix for noise and it can be 

expressed as: 

 

CN = σ
2
 I                                  (11) 

 

I in the above equation represents an unit matrix for the 

antenna array D*D. As the signals practically are  

associated with some noise, we need to compute the 

correlation matrix taking  noise into account, so the new 

modified matrix is: 

 

CO = ACSA
H
 + CN                           (12) 

 

 CS here denotes the source correlation matrix, CN 

denotes the noise correlation matrix and A denotes the 

steering vector matrix. In order to distinguish the signal 

sources from the noise sources we have to carry out the 

eigen value decomposition for the calculated covariance 

matrix CS which will  result in „D‟ eigen values where „F‟ 

number of larger eigen values corresponds the signal 

sources and the noise sources are given by the remaining 

smaller D-F eigen values. Let BS and BN be the basis for 

the signal and the noise subspaces respectively. Now the 

decomposed form of the correlation matrix can be given 

as: 

 

CO = BS∑ BS
H 

+ BN∑ BN
H
                    (13) 

 

β
H
(θ)BN = 0                                (14) 

 

Equation (14) holds true as the MUSIC estimation 

approach is based on the orthogonality of the signal and 

noise subspaces. Now the incident signal sources and the 

noise subspaces can be arranged so as to obtain the angle 

for the direction of the arriving signal as shown in the 

following equation: 

 

θMUSIC = argmin . β
H
(θ)BNBN

H
 β(θ)            (15) 

 

As finding peaks in the spectral estimation plot can be 

the best way to identify the angles from which the signals 

are arriving, we need to work on the reciprocal value of 

θMUSIC in order to obtain the maximum spectrum values. 

There are several approaches namely the linear prediction, 

eigen analysis, beam forming, array correlation matrix, 

maximum likelihood, minimum variance, MUSIC etc for 

defining the pseudo spectrum function (PMUSIC).   Now 

the reciprocal representation of the above equation to 

obtain peaks in a spectral estimation plot is given: 

 

                            
 

         
     

                        (16) 

 

This above mentioned will give sharp and high peaks 

when θ is exactly equal to that of the direction of arrival 

of the signal source. The F higher peaks are of greater 

power [13] and corresponds to the estimated arrival angle. 
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The entire algorithm can be summarized using a flow 

chart as shown below: 

 

 

Fig.3. Flow chart summarizing MUSIC algorithm. 

 

IV.  SIMULATION RESULT FOR A BASIC MUSIC 

ALGORITHM  

Fill For carrying out the basic standard simulation for 

MUSIC algorithm the signals considered are narrow 

banded and non-coherent, the distance between the 

antenna arrays is taken to be half the wavelength of the 

received signal .The standard number of array elements 

„D‟ used is 10, SNR considered is 10dB and the number 

of snapshot taken is 200. The noise here is additive white 

Gaussian noise. We have considered the two incoming 

signals with arrival angles 30° and 70°. The following 

graph shows the MATLAB simulation for the MUSIC 

algorithm considering the above mentioned specifications: 

 

 

Fig.4. Spatial spectrum for MUSIC algorithm 

The independent spectrum peaks in the graph 

corresponds to 30° and 70° stating that the MUSIC 

algorithm is efficient enough to estimate the arrival 

angles of the signal sources. 

 

V.  FACTORS INFLUENCING THE PERFORMANCE OF 

MUSIC ALGORITHM 

There are various parameters that can influence the 

performance of MUSIC algorithm. The following 

sections describe those factors that can bring about better 

resolution in the MUSIC algorithm 

A.  Dependence of SNR on estimation process 

We carry out the simulation by keeping all the 

specifications to be the same as used for the basic 

MUSIC and varying SNR successively as 0, 10, 15 and 

20 dB  

 

 

Fig.5. Efficiency result on varying the SNR 

The color red, blue, green and black corresponds to the 

estimation results for 0, 10, 15 and 20dB SNR. The peaks 

are found to be more and sharper and distinguished as the 

value of SNR gets higher. The estimation plots covering a 

larger range of the spectral function have better efficiency 

and resolution. Hence improving the performance of the 

estimation process in the low SNR condition is currently 

the main research topic.  

B.  Dependence of the number of sensor elements on the 

estimation process 

On keeping the same specifications and varying the 

number of sensor elements as 10, 20, 50 and 100, we find 

that the peaks corresponding to the estimation with higher 

number of array elements are more and more sharp and 

prominent.  We now carry out a simulation with varying 

number of sensor elements. The estimation graph for the 

same is shown: 
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Fig.6. Efficiency results on varying the number of sensor elements. 

The red, blue and green curve represents the 

simulations for 10, 20 and 50 number of array elements 

respectively. The black color showing the best sharpest 

curves corresponds to a simulation with 100 array 

elements. Hence with an increase in the number of 

sensing elements the estimation process goes more and 

more efficient. But increasing the sensing elements 

recklessly is not economical.  

C.  Dependence of interelement spacing on estimation 

process 

The MUSIC algorithm is efficient when the array 

model is an uniform linear array where the inter element 

spacing is the same between all the consecutive sensors. 

The standard simulation considers that the elements are 

equidistantly placed with a gap of lambda/2, where 

lambda is the wavelength of the signal. We then carry out 

the simulation by keeping the uniforms inter element 

distance to vary as lambda/6 and lambda/4 and lambda/2. 

The red, blue and black curves corresponds to simulations 

with inter element spacing as lambda/6, lambda/4 and 

lambda/2. It is clearly seen that an increase in the spacing 

within a maximum range of lambda/2 provide more 

prominent and sharper peaks.  

 

 

Fig.7. Enhancing efficiency by increasing the inter element spacing 
within lambda/2. 

The red, blue and black curves corresponds to 

simulations with inter element spacing as lambda/6, 

lambda/4 and lambda/2. It is clearly seen that an increase 

in the spacing within a maximum range of lambda/2 

provide more prominent and sharper peaks.  

Now when the inter element spacing is increased 

beyond lambda/2, we observe the following: 

 

 

Fig.8. False peaks on increasing the inter element spacing beyond 

lambda/2. 

The estimation algorithm „MUSIC‟ produces false 

peaks when the inter element distance is increased 

beyond lambda/2. The blue and black curves correspond 

to an element spacing of 2*lambda/3 and lambda. Hence 

the best optimized results for the MSUIC algorithm is 

obtained with an inter element spacing of lambda/2. 

D.  Dependence of estimation process on the number of 

snapshots. 

The number of snapshots for retrieving the data to find 

estimation results on varying the number of snapshots is 

shown below. Te number of snapshot is varied as 10, 100 

and 200. The red, blue and black curve corresponds to 10, 

100 and 200 number of snapshots respectively. With 

other conditions remaining unchanged we find that the 

beam width of the direction of arrival estimation 

spectrum becomes narrower and the accuracy is enhanced.  

 

 

Fig.9. Enhancing efficiency by the number of snapshots.
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The curves corresponding to higher number of 

snapshots cover larger spectrum ranges.  The number of 

snapshots can be expanded in order to enhance the 

accuracy, but with increase in snapshots the number of 

calculations to be carried out also increases.  So we need 

to work with a reasonable number of snapshots that 

ensures accuracy along with which it minimizes the 

computation. 

 

VI.  DETECTION OF COHERENT SIGNALS 

Estimation algorithms because of its sharp needle 

spectrum which can estimate the independent source 

signals precisely. It provides unbiased estimation results 

in many practical applications, and is even found to 

perform well in a multiple signal environment. This 

algorithm achieves high resolution in DOA [14] only 

when the incoming signals are non-coherent.  The results 

and simulations discussed in the above sections consider 

that that the incoming signals that are being incident are 

not related and hence are not generated from the same 

source. The performance of MSUIC algorithm for the 

incoming non-coherent signals is quite satisfactory. Now 

we carry out simulations corresponding to the signals 

which are coherent and thus are related. Considering the 

number of array elements to be 10, the incoming signals 

to be arriving with angles 30° and 70°, SNR to be 10dB, 

the inter element spacing to be half the signal wavelength, 

the number of snapshots to be 200 and the coherent 

signals are with the same frequency. The simulation 

results for the comparison of incoming coherent and non-

coherent signals employing MUSIC algorithm is shown 

below: 

 

 

Fig.10. Estimation of coherent and non-coherent incoming signals using 
MUSIC algorithm. 

The blue and red curves correspond to the estimation 

curves for coherent and non-coherent incoming signals. It 

can be clearly seen that the MUSIC algorithm cannot 

detect the related signals with the same frequency. The 

peak search method fails when the signals are coherent. 

Hence the estimation of the related signal i.e. the signals 

which are coherent cannot be efficiently carried out using 

the basic conventional MUSIC algorithm. This algorithm 

declines in its performance and accuracy when the 

incoming signals are related and even when there are 

amplitude as well as phase errors. 

 

VII.  THE IMPROVED MUSIC ALGORITHM 

The new Improved MUSIC algorithm which is 

proposed in the following section can effectively estimate 

the related as well as the non-related signals. It can even 

partially calibrate the array errors. As the peaks obtained 

are not sharp and narrow, they fail to estimate the arrival 

angle for coherent signals. So we need to move towards 

an improved MUSIC algorithm to meet the estimation 

requirements for coherent signals.  

In order to improve the estimation results for the 

conventional MUSIC algorithm [15], we need to  

introduce an identity transition matrix „I‟ to the  matrix 

„X‟ which corresponds to the received signal . On 

introducing the identity matrix we get:   

 

  X= IO*                                   (17) 

 

 O* in the above equation represents the complex 

conjugate of the received signal matrix „O‟. If „CX‟ 

denotes the correlation function for the received signal 

matrix, the modified „ CX‟ on introducing the identity is 

given as: 

 

CX = E[X X
H 

] = TCO
* 
                      (18) 

 

A reconstructed matrix „C‟ is given by summing up CX 

and CO .As the matrix are summed up they will have the 

same noise subspaces: 

 

                        C = CO
 
+CX                                (19) 

 

             C = ACSA
H 

+ I[ACSA
H
 ]

* 
I + 2σ

2 
I
 
           (20) 

 

The new improved MUSIC is different from the 

conventional one as it filters out the noise subspace 

obtained after decomposition of CO and uses the new 

noise subspace for the spectral estimation which is 

obtained by the characteristic decomposition of the 

resultant matrix C is used for the spatial spectrum 

construction and to obtain peaks. 

On keeping all the specifications to be the same as in 

the simulations for basic MUSIC algorithm, we carry out 

the same for improved MUSIC.  The graph shown below 

gives a comparison between the estimation of coherent 

and non coherent signals using the new improved MUSIC 

algorithm. 

In the following figure it can be seen that the Improved 

MUSIC eliminates the limitations of the MUSIC 

algorithm. The performance of the improved MUSIC for 

the estimation of coherent signals is satisfactory. The 

graph even shows that the resolution and accuracy of the 

Improved MUSIC for non-coherent signals is quite more 

than that for the coherent signals 
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Fig.11. Estimation of coherent and non-coherent incoming signals using 
Improved MUSIC algorithm. 

The red and blue curves give the estimation results for 

coherent and non-coherent signals respectively. The blue 

curves corresponding to the non-coherent signals cover a 

larger range of spectrum and hence the improved MUSIC 

is more efficient for non-coherent than those of the 

incoming coherent signals. The upcoming figure 

compares both MUSIC and Improved MUSIC algorithm 

for the estimation of coherent signals.  

 

 

Fig.12. Comparison of MUSIC and Improved MUSIC for the estimation 

of coherent signals. 

So the problems in estimating the coherent signals are 

overcome by the Improved MUSIC algorithm. The newly 

introduced Improved MUSIC even shows better 

performance for the estimation of non-coherent signals. 

This can be efficiently judged by comparing the 

simulation curve for the estimation of the arriving non-

coherent signals using both MUSIC and Improved 

MUSIC. 

 

 

Fig.13. Estimation of incoming non-coherent signals using both MUSIC 
and Improved MUSIC algorithms. 

The figure shows the same where the blue curve 

representing the Improved MUSIC estimation plot covers 

a wider spectral range than the blue curve corresponding 

to the conventional one. So the non-coherent signals can 

also be estimated with higher resolution and accuracy 

with the use of Improved MUSIC algorithm. 

The efficiency of this improved MUSIC for both 

coherent and non-coherent signals can also be increased 

by varying the parameters as in the case of the basic 

MUSIC algorithm. Increasing the number of sensors, 

number of snapshots, increasing the inter element spacing 

and SNR can bring about better efficiency in Improved 

MUSIC as well. 

 

VIII.  CONCLUSION 

The eigen values and eigen vectors forms the base for 

both MUSIC and improved MUSIC algorithms. They 

exploit the orthogonality property between the signals 

and the noise subspaces to estimate the direction of 

arrival of the incoming signal. Performance of these 

algorithms can be increased with an increase in the 

number of array elements, on considering a larger number 

of snapshots, increasing the element spacing with some 

above mentioned constrained and effectively increases on 

increasing the value of SNR. 

The MUSIC algorithm is found to be efficient for the 

detection of non-coherent signals and the performance 

declines sharply when the incoming signals are coherent 

in nature. The Improved MUSIC algorithm caters the 

problem for the estimation of coherent signals. 
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