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Abstract—Image reconstruction is the process of 

generating an image of an object from the signals 

captured by the scanning machine. Medical imaging is an 

interdisciplinary field combining physics, biology, 

mathematics and computational sciences. This paper 

provides a complete overview of image reconstruction 

process in MRI (Magnetic Resonance Imaging).  It 

reviews the computational aspect of medical image 

reconstruction. MRI is one of the commonly used 

medical imaging techniques. The data collected by MRI 

scanner for image reconstruction is called the k-space 

data. For reconstructing an image from k-space data, 

there are various algorithms such as Homodyne algorithm, 

Zero Filling method, Dictionary Learning, and 

Projections onto Convex Set method. All the 

characteristics of k-space data and MRI data collection 

technique are reviewed in detail. The algorithms used for 

image reconstruction discussed in detail along with their 

pros and cons. Various modern magnetic resonance 

imaging techniques like functional MRI, diffusion MRI 

have also been introduced. The concepts of classical 

techniques like Expectation Maximization, Sensitive 

Encoding, Level Set Method, and the recent techniques 

such as Alternating Minimization, Signal Modeling, and 

Sphere Shaped Support Vector Machine are also 

reviewed. It is observed that most of these techniques 

enhance the gradient encoding and reduce the scanning 

time. Classical algorithms provide undesirable blurring 

effect when the degree of phase variation is high in 

partial k-space. Modern reconstructions algorithms such 

as Dictionary learning works well even with high phase 

variation as these are iterative procedures. 

 

Index Terms—MRI, NMR, Modern MRI, k-Space, 

Fourier Transform, Phase Error, Phase Correction, SURE, 

SSSVM. 

I.  INTRODUCTION 

There are scanners [1] which help to analyze the 

patient's whole body or part of it, after analyzing, they 

render high quality images which have detailed 

information about the scanned part. Some of the scanners 

are MRI, CT, PET (Positron Emission Tomography 

Doppler Ultrasound, and SPECT (Single Photon 

Emission Computed Tomography). They differ in the 

modality employed in capturing the images. Over the past 

two decades, the cost for these devices is reduced and 

easily affordable to hospitals and diagnostic centers.  

MRI [2] is used to generate detailed and informative 

images of the tissues and organs within the patient body 

with the help of radio waves and magnetic field. It helps 

doctor to recognize the various medical characteristics of 

the scanned part of patient body in detail with the help 

Nuclear Magnetic Response (NMR) signals, discovered 

by Bloch and Purcell who shared the Nobel prize in 

physics for this discovery in 1952 [3]. MRI is a non-

invasive [4] scanning technique. Non-invasive refers to 

the analysis of the diseases in human body without 

inserting any instrument inside the body. It does not use 

ionizing radiations [5] that are harmful to human body 

and hence it is preferred [6] over Computed Tomography 

(CT) scan for examining soft tissues. MRI produces 

higher resolution images of soft tissues compared to CT.  

MRI makes use of NMR of hydrogen nuclei. After the 

generation of NMR signals, they are picked to form k-

space data with the help of Radio Frequency Coil. MRI 

scanning machine includes hardware components [8] like 

Magnets, Gradient Coils, RF Coils, RF Detector, 

computer system, and safety tool box. 

A. Scope and Challenges 

The raw data obtained from scanning devices depends 

on the type of scanning device. K-space data [9] is 
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obtained from MRI and Projection [10] data set is 

obtained from CT scan devices. The raw data (k-space 

data) may contain some missing entries because of 

improper scanning or due to traveling in medium (air or 

vacuum) or due to some other causes. The quality of raw 

data affects the quality of final reconstructed images in all 

the scanning devices. The major issue in MRI is the 

reconstruction of an image from the partial k-space 

(incomplete) data produced by the MRI scanner. It is very 

difficult to have a scanning device that can generate 

complete k-space data. The problem of missing or noisy 

k-space data is overcome by devising computational 

procedures that can correct the data before applying 

reconstruction algorithms. Hence, the problem of 

reconstruction of an image from k-space is a challenging 

one.  

B. Applications 

Magnetic Resonance Imaging and its variants like 

Diffusion Tensor Imaging, and Functional MRI are 

widely used in both research and diagnosis in Medical 

Imaging. Different modalities reveal different aspects of 

the scanned part. For instance, in neuro-imaging T1, T2 

and Fair images [12] give high-resolution depiction of the 

structural features of the brain. They serve as very 

efficient diagnostic methods to identify the tumors [13] 

and other structural deformations [14] and enable perfect 

tracing of the contours of the abnormalities [15]. This is 

of great assistance in surgical removal [16] of them, as it 

requires exact demarcation of the boundaries. 

Diffusion Tensor Imaging (DTI) captures the structural 

connections in the brain by imaging neural fibers. DTI 

mainly gives a clear understanding of white matter. DTI 

works by estimating the principal direction of water 

diffusion at each voxel position, by designing an 

ingenious sequence of application of the magnetic 

gradients. The reconstruction process is different from 

that used in normal MRI and is beyond the scope of the 

paper. The reader is advised to refer to [30] for detailed 

discussion on DTI. 

In research area, MRI has been a revolutionary tool in 

neuroscience [17] research and has helped to unravel the 

complex neurological processes underlying many 

cognitive responses. It has lead to many leaps in brain 

connectivity analysis which studies the functional 

connectivity between different regions in the brain which 

may or may not be structurally wired together. It helps to 

understand the synergy that exists between distinct 

functional regions of the brain [19] in carrying out 

different psycho-somatic responses. 

The rest of this paper is structured as follows: In 

Section II, the fundamental principles of MRI are 

presented. Section III discusses the modern MRI 

techniques and Section IV deals with the k-space data in 

detail. The classical techniques and modern techniques in 

image reconstruction along with algorithms are reviewed 

in from section V to section VIII. Finally, the paper is 

concluded in Section IX summarizing the outcome of the 

review. 

 

II.  FUNDAMENTAL PRINCIPLE OF MRI 

MRI uses the principle of nuclear magnetic resonance. 

Spatial Information is provided by the spatial gradient of 

the applied magnetic field. The sampling trajectory in the 

k-space is determined by the time dependence of the 

applied magnetic field gradient. The engineering aspect 

of MRI lies in properly designing the way the magnetic 

field is applied to evoke nuclear magnetic resonance to 

capture the spatial distribution of hydrogen protons in the 

body. Three aspects are discussed in the following 

sections. 

A. Magnetization Concept 

There are three kinds of magnetic fields [20] in the 

MRI scan machine: (i) B0-main magnetic field, (ii) B1-

secondary magnetic produced by Gradient coil, (iii) 

Radio frequency pulse. 

Primary magnetic field aligns hydrogen atom in 

parallel of anti-parallel direction that is called 

longitudinal magnetization as shown in Fig. 1. Gradient 

coils produce secondary magnetic field; there are three 

gradient coils along x, y and z axes.  It allow MRI to 

produce magnetic field directionally along x, y, and z 

axes. It also allows spatial encoding for MRI images in 

the x, y and z axes that is also called localization. 

An object is located in the main magnetic field; net 

magnetization is developed by gradient magnetic field 

along x, y, z axes. 

 

 

 

 

 

 

 

 

 

 

Fig.1. Magnetization in MRI Scan Machine [20, 60] 

Net magnetic moment [20] can be given as: 

 

B(r) = B0 + Gr.r                               (1) 

 

RF coils is used for transmitting RF pulse and 

receiving signals in MRI, it also disturbs alignment of 

protons. Some low energy protons spin to a high energy 

state by reducing magnetization in longitudinal direction. 

A proton resuming to its normal state in the primary 

magnetic field is called Relaxation. Relaxation in 

longitudinal axis is termed as T1 relaxation (parallel to 

B0), and relaxation in transverse axis is termed as T2 

relaxation (perpendicular to B0). After applying the RF 

pulse, the several protons get flipped back to low energy 

state from high energy state that is parallel to B0. This 

release in energy is obtained in the form of NMR signals. 

RF coils receive these signals. 

The computer system accepts the analog data from RF 

coils and performs analog to digital conversion of data. 

The digitized version of the body part which will get 
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stored in temporary image space also called the k-space, 

the Fourier transform of the image. K-space stored 

digitized NMR signals during data collection/ acquisition 

phase. It represents the spatial position covered by 

frequency and its phase data generated by MRI scan. K-

Space data [21] is sent to image processor where some 

reconstruction algorithm is applied to reconstruct an 

image. 

B. Theory of Nuclear Spin 

The physical basis of NMR signals is the concept of 

Nuclear Spin [22]. NMR signals are generated when the 

protons come back to low energy from higher energy. 

Nuclear spin is an inherent form of angular momentum (μ) 

carried by atomic nuclei and other elementary particles 

[22]. Here, in MRI, It is an assumption that Hydrogen 

Atom nuclei protons get aligned in anti parallel or parallel 

towards the main magnetic field as shown in Fig. 2.   
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Hydrogen Atom Spinning [11] 

The angular momentum [22] can be given as: 

 

μ = γ.s                                      (2) 

 

Where 'γ' is the magnetization “Gyromagnetic Ratio” 

and equation is called “Resonance Equation” [8]. 

C. Microscopic Behaviour of Tissue Particles 

The human Body is composed [23, 24] of primarily 

with water and carbohydrates. The water and 

carbohydrates has bulk of hydrogen atoms. In normal 

human body, quantity of water is more than 60%. When 

the gradient magnetic field fall on the body, the hydrogen 

atom of the body get excited to spin in one direction. 

This spin [25] happens because Hydrogen Atom has 

only one proton and it could be aligned easily in MRI 

magnet. The proton possesses the property of spin which 

causes nucleus to generate an NMR signals that further 

catches by the radio frequency coils to generate k-space. 

Since, bones are not having any water; it does not 

generate any data for image. Bones leave blank area in 

images that is why MRI scanners are best for scanning 

soft tissues. 

The Radio Frequency coils detect [26] the NMR 

signals generated by the nuclear spin. Both phase and 

frequency data are produced in the form of matrix, of 

complex numbers, whose central region has low 

frequency. This is generally referred as k-space data. 

III.  MODERN MRI TECHNIQUES 

Modern MRI provides superior spatial and structural 

resolution of infections or diseases in human body. It 

gives the clear picture of temporal resolution of dynamic 

imaging and plays an important role in metabolic imaging. 

Here, a few of the MRI techniques are discussed as 

follows: 

A. Functional MRI 

The Functional MRI [27] was developed towards the 

end of 20th century. It is an invention that leads to many 

path-breaking researches in the field of cognitive sciences. 

It added a new dimension to the research by enabling the 

visualization of functional variations underlying the 

neural processes that manifest as the cognitive 

capabilities of individuals. fMRI has also served as a vital 

diagnostic tool by helping the identification of functional 

aberrations that impair the normal functioning of the 

brain. The technical aspects and applications of fMRI are 

briefly discussed below: 

Neurological processes are basically electrochemical 

signals, which are the true indicators of brain activity 

which is hard to measure. Therefore, measurable 

surrogate indicators had to be developed to track neural 

activities and their derivations from equilibrium state. 

In fMRI, typically a 3 Tesla magnet is used. fMRI 

measures the local change in blood flow by exploiting the 

fact that hemoglobin is diamagnetic when oxygenated 

and paramagnetic when deoxygenated. An increase in the 

volume of blood flow causes a small variation in the MR 

signal owing to a change in the concentration of 

oxygenated hemoglobin. This variation in MRI signal can 

be attributed to change in the level of neural activity. 

Functional MRI is used to explain the functional 

movement of body part with respect to the brain. They 

are used to generate images of brain activity with the help 

of magnetization property. It helps to study the anatomy 

of human brain. It captures the magnetic differences in 

blood when it is in deoxygenated and oxygenated state 

[28]. In general, hemoglobin in the blood becomes 

paramagnetic when it is in de-oxygenated state, it 

produces larger Magnetic Resonance signal than in 

oxygenated state. It covers multiple images at various 

instances. While scanning, it enhances nerves to work 

faster and follow BOLD (Blood Oxygen Level 

Dependent) [29] effect, which is used for observing 

organs that are active (working) like brain tissues. 

Suppose if some portion of brain need to be removed 

because of tumor or any other cause, fMRI helps to 

analyze the side effects after removing that area from the 

brain. 

B. Diffusion MRI 

Diffusion MRI [30] is one of the growing techniques in 

MRI field. It estimates the scattering of water molecules 

in the tissue. This approach depends on the Brownian 

motion of water molecules. It provides structural 

information of muscles of Glands (e.g. prostate, thyroid 

etc.). Along with Diffusion MRI, DTI [31] technique is 

used for reconstructing images. Diffusion MRI [30] was 
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developed for capturing images that are continuously 

varying, e.g., brain motion, cardiac condition etc. 

Diffusion MRI provides new insights in neurological 

research by shedding light on neural connections. It is 

used for scanning sensitive part of the body like heart 

muscles, nerves. 

Principles of Diffusion MRI (DMRI) 

Diffusion tensor imaging [32] is a relatively new 

development in the field of neuron-imaging; it is a variant 

of MR imaging. DTI utilizes the local diffusion of water, 

as shown in Fig. 3, in the brain to gather insights into the 

structural details of the brain. DTI banks on the tendency 

of water to diffuse more along the neural fibers or axons. 

In diffusion MRI, when the magnetic field gets excited, a 

dephasing gradient magnetic field is applied. This causes 

the magnetic dipoles at various locations to precess at 

different angular velocities. Dephasing magnetic field 

disrupts phase alignment and the signal captured is 

weakened consequently. If there is no motion of water 

molecules the application of a rephasing gradient should 

realign the magnetic dipoles. This realignment manifests 

as the strengthening of the signal captured. But, since the 

water diffuses during the rephasing process, the pulse 

fails to refocus all the magnetic dipoles resulting in a 

signal loss. The signal loss is a function of the diffusion 

properties of the tissue.  

     The principal direction of diffusion is obtained from 

the Eigen vectors of the diffusion tensor observed at that 

point. Water tends to diffuse more along the axon fibers, 

and hence, DTI can be used to infer the structural details 

of neural wiring. 

C. Real Time MRI 

Real Time MRI [33] scanning machine continuously 

monitors the objects in real time. Its imaging is based on 

radial iterative reconstruction and FLASH (Fast Low 

Angle Shot). FLASH [34] is a basic principle for 

measuring the k-space data that is obtained from scanning 

device. It is applied to study cardiac movement of the 

nerves and obtain cardiovascular imaging. It allows 

obtaining the heart beat imaging that is up to 50 frames 

per second. Apart from cardiac activity it is also used for 

studying the joint kinetics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Illustrating dephasing and rephrasing in DMRI [30] 

D. Multinuclear Imaging 

Multinuclear Imaging [35] analyses the biological 

tissues which are having tremendous amount of 

Hydrogen. However, this Imaging technique is still not 

available for practical use outside research Labs; it is not 

available at diagnostic center or hospitals. It is used for 

determining nano-level distances among the nerves. It 

explains how nerves work. 

E. Interventional MRI 

Interventional MRI [36] was basically developed for 

the interventional radiology. It does not cause any harm 

to the patient while scanning. It has no magnets, but, it 

has quasi static fields and strong magnetic radio 

frequency fields that are generated from the scanner. Its 

degree of invasiveness (Section 1, Introduction) is quite 

high as compared to other MRI imaging techniques. 

F. Susceptibility Weighted Imaging (SWI) 

SWI [37] is different from the concept of spin density 

in MRI. It uses echo constraints, pulse sequences for 

capturing images. It utilizes the concept of magnetic 

susceptibility [38] for detecting the differences among 

various tissues. Each type of tissue has different echo 

gradient for magnetic field. It is applicable for detecting 

tumors, traumatic brain injury, stroke etc. 

G. Magnetic Resonance Spectroscopy (MRS) 

MRS [39] is used to measure the metabolism in the 

body tissues. Metabolism [40] is the reactions that allow 

living beings to grow and reproduce. MRS generates 

resonance spectrum that is related to the distribution of 

isotope that will excite to form raw data of the scanned 

object. Two or more elements are called isotope [41] 

when they have same number of protons in their nuclei.  

It is used for diagnosing metabolic disorder. It is also 

used for estimating biochemical reaction information of 

the tissue in the human body. 

 

IV.  K-SPACE DATA 

K-space [42] data is related to image data by Fourier 

Transform. There are three independent working coils 

that provide gradient magnetic field along X, Y and Z 

directions. More compactly we can say, gradient can be 

defined as vector in 3 dimensions.  

The Larmor frequency (ω) [43] represents the angular 

momentum of precession generated by magnetic moment 

of the protons and can be given as: 

 

γB=ω                                (3) 

 

B is the strength of the static magnetic field, and γ is 

the gyromagnetic ratio. 

In MRI, due to the presence of main magnetic field (B0) 

and gradient magnetic field (G), Larmor frequency (also 

called spatial frequency) can be calculated as: 
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 0 .ω= γ B +G r                        (4) 

 

Where ṝ is the spatial location (coordinates of a point) 

in the image. In rotating frame, the main magnetic field 

vanishes, ω can be given as: 

 

    .ω r,t = γ G t r                        (5) 

 

Phase, ϕ is the integral of angular frequency. Phase   of 

the image at t=0 can be given as ϕ(0) = 0;  at any time t, it 

is given by 

   
0

t

r,t = ω r,τ dτ                       (6) 

 

Substituting equation (5) in (6), it can be written as 

   
0

.r

t

r,t = γ G τ dτ                      (7) 

 

Let                      
0

t

k t = γ G τ dτ                          (8) 

 

Now ϕ(r, t) can be written as 

 

   .r,t = k t r                           (9) 

 

MRI scanner output can be represented as a function of 

time as 

 

   drtr,M=ts xy                          (10) 

 

Mxy is the vector sum of all transverse magnetization 

exists in the image at any point of time. In MRI, the 

signal obtained as a function of r and phase in the image. 

Phase varies with respect to both space and time: 

 

   rtkixyxy er,M=tr,M ..0              (11) 

 

Mxy(r, 0) represents an Image at time; t=0 as a function 

of spatial position, and ei.k(t).r represents phase. Image 

cannot be obtained directly. Instead, it is obtained along 

with phase which changes over the region during 

scanning. 

Mxy(r, t) represents the image f(r, t). 

Substitute equation (11) in equation (10), 

 

      dretr,f=ts rtki ...                      (12) 

 

This equation is exactly the definition of Fourier 

Transform which tells that s(t) provides the Fourier 

coefficients of the  image f(r, t). 

A. k-Space Data Generation 

In MRI, reconstruction of an Image is more complex 

than other scanning devices like CT-scan and Ultrasound 

scan. Most of the k-space data reside in the lower 

frequency region (Fig. 4). The higher frequency regions 

are generally sparse in k-space, and most of the 

information of an image is present near the central region 

of k-space. 

The Fourier Transform of a real signal is a conjugate 

symmetry [44]. Due to this reason the k-space data also 

follows conjugate symmetry. The high spatial frequencies 

correspond to the region of an image where the rate of 

change in intensity is more. The low spatial frequency 

corresponds to the region of an image where the rate of 

change in intensity is less. 

 

Fig.4. Inverse Fourier Transform of an k-space [65] 

Reconstruction of an image from its k-space data is one 

of the applications of Inverse Problem in Image or Signal 

Processing field.  

The central region in k-space provides information 

regarding the contrast [45] of the image, and the 

peripheral regions provide the detail about the structure 

like borders and contour of an image. 

B. k-space Data and Partial k-space 

K-space data can be referred as Full k-space data when 

there are no missing entries present in k-space or k-space 

data is completely available [46]. It is practically difficult 

to obtain the full k-pace because of non-uniform nature of 

the radio frequency field, primary field and gradient field. 

Ideally, the Fourier Transform of an image is equivalent 

to the full k-space data [46].  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Fourier transform of an image gives full k-space data [47]



 A Review on Image Reconstruction through MRI k-Space Data 47 

Copyright © 2015 MECS                                                        I.J. Image, Graphics and Signal Processing, 2015, 7, 42-59 

By doing inverse Fourier Transformation, it is possible 

to get proper reconstructed image (Fig. 5). Though, the k-

space data is not fully available, there exists symmetry in 

k-space matrix; this symmetric nature of k-space enables 

rebuilding the missing k-space data to a greater extent. 

C. Fourier Transform and k-Space Data 

More technically, k-Space data contain the density [47] 

of nuclear magnetic resonance signals generated from the 

body and it gets collected on the  MRI radio frequency 

coil when the magnetic field get passed from the object. 

The important information of an image is near to 

central region only. Magnetic Resonance Imaging 

analyzes [48] the Fourier transform of the spatial 

frequency entries in k-Space data of hydrogen atom 

nuclei. Due to this phenomenon the k-Space data is also a 

definition of Fourier transform. Example k-space data 

and the corresponding image are shown in Fig. 4. 

D. k-Space Imaging Sequence 

The Imaging sequence consists of four phases: data 

collection phase, preprocessing phase, reconstruction 

phase and post processing phase. 

The process of collecting the partial k-space data from 

RF coil in MRI comes under the data collection phase. 

The collected k-space is analog in nature which is not 

amenable for processing by digital computers. Hence, 

reconstruction from k-space is preceded by a 

preprocessing phase which converts the analog data to 

digital form. Conversion of the preprocessed k-space data 

into a visually interpretable and meaningful image is 

done in reconstruction phase. In the post processing phase, 

it is needed for removing noise in the reconstructed image 

with the use of filter concept, de-convolution, or total 

variance etc. 

E. MR and CT Imaging Data 

Computed Tomography (CT) collects the data in the 

form of projections while in magnetic resonance imaging 

it collects the data in the form of k-Space. These 

projections are simulation of Radon transform [49] of an 

image in computed tomography while in magnetic 

resonance imaging; k-Space is the simulation of Fourier 

transform. 

Both magnetic resonance imaging and computed 

tomography follow the concept of inverse problem via 

PST (Projection Slice Theorem) [50] in CT scan and PSF 

(Point Spread Function) [51] in MRI scan. In MRI, the 

data collected is not the projections but it is the spatial 

frequency information of imaged object. The conceptual 

difference between the modalities [52], which imply the 

method of reconstruction, is entirely different. 

F. Phase Correction 

There is always variation in phase while collecting k-

Space data because of non-uniform distribution of 

magnetic field. Acquisition of the complete k-space is not 

feasible. The paper [51] divides the k-space data in 

several sub sections or plane and there exist one plane 

corresponding to each sub section. So, error varies when 

processing occurs from sub section to sub section that 

should be eliminated for constructing proper image. 

These sections are also called Blades [51]. These Blades 

make hermitian symmetric matrix. Each Blade is 

transferred into Fourier Space with the help of Fourier 

Transformation. 

G. Gibbs Ringing Artifact 

Gibbb's artifacts [51] are unwanted signals which 

usually appear near the edges in an image. Gibb's artifact 

gives ghosting in an image. It usually occurs because of 

the low pass filter. Here in k-space reconstruction it 

occurs due to the variation in phase. 

When the k-space data is generated by Fourier 

Transform then most of the Reconstructed Image is 

affected by Gibbs Ringing Artifact [51]. During 

Reconstruction of an Image it accepts the some spurious 

signals (also say, noise) when the image reconstruction is 

in processing. 

It occurs when we are processing/sampling only Low 

Spatial Frequency region of k-Space. This Artifact gives 

noise near the edge in an image because there is a 

transformation happen when it shifts from low spatial 

frequency to high spatial frequency or vice versa. So, 

there is some noise add while processing these areas. 

These artifacts can be prevented by using the concept of 

convolution as a function of smoothing. 

 

V.  RELATED CLASSICAL WORKS IN MRI IMAGE 

RECONSTRUCTION 

Enormous amount of work has been done in the field 

of reconstruction of images from the signals acquired by 

the scamming devices. There has been staggering 

improvement in the quality of reconstruction since 1970 

[53]. A few of the most notable works are reviewed in the 

following subsections. 

A. Expectation Maximization 

One of the classical works in image reconstruction is 

that by Cheng and Dewey [54]. Authors described the 

concept of reconstruction of image from projections or 

raw data as an inverse problem, and implemented for 

cases where large number of images to be reconstructed. 

They derived an algorithm that is much efficient than 

filtered layer-gram method for CT scans. By using high-

pass filter they formed a system of linear equations that 

can be evaluated very well in the Fourier domain. 

Expectation maximization is employed for determining 

the class values that are not available.  MRF (Markov 

Random Field) model of dynamic objects is used to 

achieve local regularity and increase smoothness during 

reconstruction. 

B. Sensitivity Encoding  

Pruessmann et al. [55] proposed a new approach for 

collecting the k-space data refereed as SENSE 

(Sensitivity Encoding). In classical technique, Fourier 

Imaging collects the data on RF coil at very slow rate but 
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with the help of SENSE we can enhance the capability of 

Fourier Imaging at the double rate. This also reduced the 

time for scanning. The normal encoding (that is, by 

Fourier Imaging) samples the k-space data and transfers it 

to the RF coil. It does not enhance the sampling density. 

If the Fourier Imaging is used with SENSE, it reduces the 

sampling density and collects the k-space more efficiently. 

SENSE enhanced the gradient encoding and reduced the 

scan time as compared to Fourier imaging. 

C. OTSUS Imaging Technique 

Borse et al. [57] presented the concept of threshold 

technique for imaging called OTSUS. It maximizes the 

intensity of pixels in order to perform picture 

thresholding on the clustering basis. This method is not 

good for segmentation. It is suitable for image 

reconstruction. This method is used to reconstruct 3D 

images from 2D images. If the raw data has too many real 

values, it is not possible for the software to estimate the 

expected value and will not work properly for these kinds 

of images. It gives a user friendly interface with good 

visualization. It was used by Doctors and Radiologists 

and allowed them to reconstruct large number of images 

from various angular visions. 

D. Inverse Problem and Modulation Transfer Function 

Andrei et al. [58] presented a new approach to 

reconstruct an image using inversion of exponential 

divergent transformation of beam analytically that could 

serve a mathematical model for 3D spectacular of cone 

beam imaging. The approach uses a circular scan on cone 

beam based on an assumption that an area which is 

convex can be attenuated constantly. The inverse problem 

is reduced to a restoration problem analytically with the 

help of PSF (point spread function) [59]. The method 

requires two processing steps for image reconstruction, 

namely, filtering projection and back projection.  The 

Wavelet transform used provides good result for filtering 

the noise. 

E. Linear Inverse Problem 

Ribés and Schmitt [61] applied idea of inverse problem 

in image processing for reconstructing images. As we 

know, the inverse problem is a classical problem in 

Physics. Due to the continuous distribution of raw-data 

(k-space in MRI), they implemented concept of Linear 

Inverse Problem in image processing.  Four techniques 

are proposed for the solution of linear inverse problem 

directly for the reconstruction of an image. The 

techniques are: Interpolation, Indirect Reconstruction, 

Direct Reconstruction and Fourier Transformation based 

Reconstruction. They also discussed the application of 

Inverse Problem in Magnetic Resonance Imaging and 

Multispectral Imaging [62]. 

Gylson and Govindan [56] discussed a fast algorithm 

for reconstruction computing CT (Computed 

Tomography) images. Filtered back-projection algorithm 

is implemented in various domains. The cost of 

computation and the RMS error of reconstruction are 

discussed.  In [63], Gylson and Govindan also presented 

an efficient back projection method using Walsh 

Transform. The Walsh Transform method provides faster 

computation when compared to DFT.  

F. Level Set Method 

Chul et al. [64] discussed transform of discretized 

domain using gradient method of unique switching 

behavior which is used to stabilize evolution of level sets 

and the trade-off of constructing the signal/ image are 

hiked up with respect to pixel and their support. They 

also mentioned level set method [65] that increases the 

stability and quality of raw data. Level Set Method is a 

general concept of solving problems in Image Science, 

3D graph theory applications etc. It numerically analyzes 

the various shapes and surfaces on fixed n-dimension co-

ordinates. It also helps to analyze time varying object in 

real time. It works in per-processing phase of an image. It 

divides given continuous function into level sets and then 

analyzes each one numerically and returns the result to 

reconstruction algorithm. 

G. Compressed Sensing or Compressive Sampling 

Montefusco and Lazzaro [66] discussed primitive 

approaches for sampling of the signals/images that follow 

the fundamental of the NST (Nyquist sampling theory). 

This theory proofs that the rate of sample must be at least 

equal to twice of the utmost frequency present in the 

signal. This principle covers all the signals/images that 

are used to reconstruct final result from the projections 

like medical images and radio astronomy images. They 

discussed the basic two principles of Compressive 

Sampling. First, the signal must be compressible or 

sparse and have a precise representation when it is 

indicated in the form of basis; second, the collection of 

data should be non coherent with the sparsed basis and 

have dense description in that basis. Complete sampling 

allows reconstructing large number of images efficiently. 

Lustig et al. [67] also presented the concept of 

Compressed Sensing in the context of reconstruction of 

images and signals from partial k-space data generated by 

MRI scanner.  Using compressed sensing in MRI, it does 

data collection in two ways:  (i), by Wavelet Transform 

[68], and (ii) by encoding spatial frequency constraint in 

the form of projection. They focused their discussion in 

the second way of data collection, that is, spatial 

frequency [69]. By collecting data using the concept of 

compressed sensing, they were able to collect the data in 

faster ways. 

H. Cone Beam Computed Tomography 

Kan et al. [70] discussed about the Image guided 

radiation therapy. This kind of therapy is very much 

required to ensure the correctness of the aspects using the 

discretized projections of tissue. They also discussed 

Cone Beam Computed Tomography (CBCT) [71] which 

is very popular online imaging tools for modeling tissue 

from CT scan or MRI scan. Although CBCT is much 

suitable to use, the presentation of CBCT systems is quite 

less than the default CBCT. The image quality for the 

CBCT can be dissipated very easily due to the change in 
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medium while reconstructing from projections. The 

CBCT uses artifacts reconstructions, that is, approximate 

analysis of the image. In order to further get better the 

CBCT image quality and trim down the reconstruction 

artifacts, they used various iterative reconstruction 

algebraic approaches used for different CBCT geometries 

in their paper. They evaluated the artifacts of these 

algorithms using a variety of numerical methods as well 

as digitally projected images of long suffered people.   

In the discussions carried out in this Section, many 

approaches for reconstructing images have been reviewed 

like Sensitivity Encoding, Level Set Method and many 

others. The basic idea of these approaches is being used 

as foundation for many recent research works also. 

Compressed Sensing is used for reducing the scan time 

even for current MRI scan machine. CBCT is also a great 

way of reconstructing images online. This is widely used 

by Bio Medical Universities for analyzing diseases 

through MRI scanned images online. Some of the most 

popular classical algorithms [72] from k-space data like 

Zero Filling Method, Phase Correction using Conjugate 

Symmetry, and Homodyne Reconstruction Algorithm for 

reconstruction are discussed in detail in the next section 

(VI).  All these classical algorithms are direct methods 

requiring only one pass for the processing. 

 

VI.  CLASSICAL ALGORITHMS FOR IMAGE 

RECONSTRUCTION 

Image Reconstruction is the process of converting k-

space data to an image. The partial k-space data is 

obtained from MRI scan, this k-space is having some 

missing entries due to various reasons, as we already 

discussed. There exist many classical algorithms to 

reconstruct an image from k-space data like Zero Padding 

(or Filling) Method, Phase Correction using Conjugate 

Symmetry, Homodyne Algorithm.  These all are the 

direct method (only one pass required for the processing) 

for image reconstruction. 

A. Zero Filling Reconstruction Algorithm 

As the name suggests zero filling [73], zero get filled 

in the missing entries of k-space data. It is naive approach 

of reconstructing images. It is directly making missing 

entries to zero without rebuilding. It works well when 

almost full k-space data is available. The algorithm takes 

input as partial k-space data and produces reconstructed 

image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6. Original Phantom Image (U) and Reconstructed Phantom Image 

(D) after applying Zero Filling Algorithm 

Pros: The best thing of this algorithm is that it is 

simple. If the full k-space data is available, it gives 

reasonably good results. 

Cons: It is practically difficult to obtain full k-space 

data, hence it cannot be used for reconstructing medical 

images and it is not an acceptable technique. 

Result: The output image is blurred as we can see in 

Fig. 6, and it is not acceptable for the diagnostic purpose. 

It is needed to fill missing entries with some meaningful 

data. 

B. Phase Correction using Conjugate Symmetry 

It has been discussed in section (IV, F) about the phase 

correction, due to the phase error in k-space data set, it 

obtains a few missing entries. These entries required to 

fill for the proper image reconstruction. This method fills 

these entries by considering the property of conjugate 

symmetry of k-space. The algorithm takes input as partial 

k-space data and produces reconstructed image. 

Denotations: 

Symmetric data (Central Region): Ms(kx, ky) 

Symmetric Data Reconstructed image: ms(x, y) 

Partial k-space image obtained after IFT: mpk(x, y) 

Algorithm [74]: 

1) The phase estimate can be given as p*(x, y) = e(-i 

*ϕ (x, y)); and ϕ = arg(ms(x, y)); where p*(x, y) is 

multiplied with image mpk(x, y) and it gives phase 

corrected image. Apply Fourier transformation to 

this phase corrected data. It obtains phase 

corrected partial k-space data. In this algorithm, 

ms(x, y) is used for the phase correction. 

2) Apply Conjugate Symmetry on the phase 

corrected to get symmetric k-space data. 

3) Apply Inverse Fourier transformation on the 

symmetric data set to get required Image. 

 

Fig. 9 illustrates the algorithm 

Pros: Images obtained from this algorithm are phase 

corrected image and the results are better than zero filling 

method. 

Cons: It does not work when most of the k-space data 

entries are real valued. It is not possible to get the 

conjugate symmetry of real numbers. 

Result: The output image is not much clear as we can 

see in Fig. 7, and it is also not acceptable for the 
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diagnostic purpose. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.7. Original Phantom Image(U) and Reconstructed Phantom 

Image(D) after applying Phase Correction using Conjugate Symmetry 

C. Homodyne Reconstruction Algorithm 

Motivation: The main drawback in the previous 

approach (phase correction using conjugate symmetry 

algorithm) is that after doing the phase correction, the 

Fourier transform and inverse Fourier transform have to 

be computed multiple times to get the reconstructed 

image. This transform and inverse transform are 

considered as overhead for the reconstruction of an image. 

Homodyne algorithm overcomes this and requires the FT 

and IFT to be done only once. 

Theory: This method uses an extra function called 

weighing function [72] that splits the real and imaginary 

part of the partial k-space data into anti symmetric and 

symmetric components. The main motive of this 

weighing function is to get the uniform distribution of 

spatial frequency in k-space data that are usually not 

uniform. The uniform distribution of spatial frequency in 

k-space data can be obtained by multiplying weighing 

function to the partial k-space. The nature of weighing 

function can be seen in Fig. 8, you can refer [72] for 

weighing function. The algorithm takes input as partial k-

space data and produces reconstructed image. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.8. Weighing function is performing uniform distribution [72] 

Fig.9. Pictorial Representation of Phase Correction using Conjugate 

Symmetry Algorithm [72] 

Algorithm [75]: 

It is similar to the “phase correction using conjugate 

symmetry” algorithm except for the weighing function 

factor. Fig. 10 illustrates the algorithm 

Difference with Phase Correction using Conjugate 

Symmetry method: 
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Both algorithms perform well when the variation of 

phase is minimal in both. The Homodyne algorithm 

performs phase correction after conjugate synthesis while 

phase corrections using conjugate symmetry perform the 

phase correction before conjugate synthesis. 

 

Fig.10: Pictorial Representation of Homodyne Reconstruction 

Algorithm [72] 

Result: As we can see in Fig. 11 that output of 

Homodyne reconstruction algorithm is better than phase 

correction using conjugate symmetry method. The image 

is cleared and acceptable for the diagnostic purpose in 

1990's 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.11. Original Phantom Image (U) and Reconstructed Phantom Image 

(D) after applying Homodye method 

D. Summary of Classical Reconstruction Algorithms 

Various reconstruction algorithms Zero Filling 

Reconstruction Method, Phase Correction using 

Conjugate Symmetry Method, Homodyne Reconstruction 

method, have been discussed. They all are Direct 

Methods (perform reconstruction in one pass only). They 

all work well when the phase varies slowly. They give 

unavoidable reconstruction errors when the k-space data 

contains almost all real values because conjugate 

symmetry is not possible for real values. 

 

VII.  RECENT RELATED WORKS IN MRI IMAGE 

RECONSTRUCTION 

Some remarkable work in the field of Image 

Reconstruction from MRI has been discussed in the 

previous sections V and section VI. Image reconstruction 

is still an active area of research. Time and again, 

scientists and engineers are contributing to this area. A 

few of the recent developments are reviewed briefly in 

the following: 

A. Alternating Minimization 

One of the recent works in image reconstruction is that 

by Kyle Herrity et al. [76]. They made an assumption that 

when the image is sparse we have only partial entry in 

PSF (Point Spread Function) [59].  They attempted to 

recover the magnetization distribution density that got 

lost due to permittivity and permeability towards the 

surrounding. Authors used an Iterative approach called 

“Alternating Minimization” for solving multiple linear 

equations efficiently. The minimization technique is used 

to bring down the number of missing coefficients.  They 

discussed two models of Alternating Minimization 

algorithm such that one model follows the sparsity and 

other one follows Total Variation [77]. This algorithm is 

applied for MRI reconstruction which was then a 

comparatively latest imaging technology that is capable 

of resolving the image using spatial and temporal atomic 

scale. The authors concluded that their models provide 

better results than the other iterative techniques (e.g., 

ART) [78] when the image is sparse. 

B. Harmonic Analysis and Sparsity
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Alfred et al. [79] reviewed the theoretical results from 

sparse solutions of systems that are linear. Harmonic 

analysis of wavelets and applications of sparsity to signal 

and image processing are discussed. The sparsity based 

solution of linear equations in the application of image 

compression and image reconstruction are also discussed. 

Authors discussed various concepts like LU 

Decomposition, and Least Square Method of Applied 

Mathematics in signal processing. They also reviewed the 

results obtained from the linear equation of sparse image 

matrices and image reconstruction using projections 

(raw-data in CT scan). 

C. Signal Acquisition Protocol 

Candes et al. [80] presented how to reconstruct an 

image from numerical optimization from the full-length 

signal/image using the raw data (k-space) that is also 

called projections. They also described a very simple and 

efficient signal acquisition protocol that samples the 

signal which is independent of rate of change in 

projections. The final set obtained after the sampling 

allows improving the reconstruction power of sparse data, 

and permits better reconstruction of images. 

D. Stein's Unbiased Risk Estimator (SURE) 

Raich and Alfred [81] proposed sparse image 

reconstruction in radio astronomy. They proposed three 

sparse image reconstruction methods; first uses Stein's 

unbiased risk estimator(SURE) for selecting the hyper-

parameter for L1 estimator, and the other two, based on 

sparse prior, use empirical Bayes denoising. These three 

methods are simulated and found to produce better results 

than sparse Bayesian learning (SBL) [82]. They also 

explained the use of sparse priors in the Baye's 

framework empirically. Sparse prior value is much less 

than 1. Sparse prior is the magnetization intensity falling 

on the body. They examined three priors for the purpose 

of Baye's estimator [82] and compared to SBL, which 

itself is a Gaussian prior. 

E. Signal Modeling Approaches 

Jeffrey A. Fessler [83] discussed the elegance and 

flexibility of magnetic resonance imaging. Classically, 

the images from magnetic resonance imaging were 

reconstructed using 2Dimension and 3Dimension Fast 

Fourier Transformation. Those all reconstruction 

techniques were not efficient to give proper images 

because of the non uniform distribution of magnetic field, 

non Fourier effects and unknown Trajectories of k-space. 

The image reconstruction is not a single problem in 

magnetic resonance imaging but it is a combination of 

several problems that depends upon physical effect of 

MRI like hardware configuration.  

They also presented a model which distributes the 

collected data (k-space) into small sub-set that is also 

called sub problems. The proposed models are Magnetic 

Resonance Signal Modeling, Measurement Modeling, 

and Linear Reconstruction Modeling. Magnetic 

resonance signal modeling gives good results as 

compared other primitive Inverse Fourier Transformation  

of the k-space data model. 

F. Non Iterative Algebraic Approach 

Jose and Govindan [84] proposed a new non-iterative 

algebraic approach for reconstructing images from 

projections. The idea they followed is to compute pixel 

values one by one from projections that passes through 

these pixels. The ray width and angle of projections are 

chosen in such a way that the first projection passes 

though only one pixel, and the second passes through one 

more unknown pixel, and the third passes through one 

more unknown pixel etc. With the help of triangular 

linear equations, the system of algebraic equations is 

formed. Triangular equation is solved in linear amount of 

time. This approach is also memory efficient because 

they are not storing the values iteratively. 

G. Sphere Shaped Support Vector Machine (SSSVM) 

Guo et al. [85] proposed SSSVM approach for 

classifying encephalic tissue in MRI reconstructed 

images. Most of the brain is made up of encephalic 

tissues which are highly irregular in shape. Classical 

method would not provide accurate reconstruction of 

brain image. SVM (Support Vector Machine) is used to 

reconstruct these complex images. It uses two form of 

SVM; first, SSSVM, which is applied for the 3D Image 

Reconstruction. Second, IFT (Image Fusion Technique) 

is applied for minimizing the loss of information in k-

space data. Authors concluded that SSSVM is a 

successful approach for the image reconstruction in 

which degree of irregularities is more. 

H. Temporal Resolution 

Temporal Resolution [86] refers to an imaging process 

where data collection takes place when the object is in 

motion; e.g., beating heart Image is captured using the 

phenomena of temporal resolution which involves 

multiple frames scanning at a time. Cinema Imaging is 

also one of the examples [87, 89] of temporal resolution. 

It is assumed for Temporal Resolution that the k-Space 

data is radically processed or sampled [88]. The sampling 

divides the temporal resolution in two ways on the basis 

of k-Space data; firstly, the k-space data collection can be 

improved (it is a hardware technique); secondly, the 

temporal resolution must utilize the high spatial 

frequency region. 

Various concepts of Image Reconstruction that has 

been reviewed in this section are Alternating 

Minimization approach, SSSVM approach and many 

others Alternating Minimization is also used with fMRI 

for scanning that explained the functional nature of 

nerves, tissue, blood movement etc. Some of the most 

popular modern algorithms [72] for image reconstruction 

from k-space data like Projection onto Convex Set 

(POCS method), reconstruction using SVD, and 

Dictionary Learning method are discussed in detail in the 

next section (VII).  The recent approaches that would 

discuss are iterative in nature that means a number of 

scans are required to rebuild data.  
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VIII.  MODERN ALGORITHMS FOR IMAGE 

RECONSTRUCTION 

In the classical approaches, there is emphasis on phase 

variation but here only in POCS method significance to 

phase variation is given. Singular Value Decomposition 

(SVD) and Dictionary Learning are the modern 

approaches that rebuild the given k-space data efficiently. 

The modern approaches that we will discuss are all 

iterative in nature. There are number of iteration requires 

rebuilding data. These are complex than the classical 

algorithms that we discussed in section VI.  

A. Projection onto Convex Set Algorithm 

Input: Partial k-space data. 

Output: Reconstructed Image. 

Theory: It's a mathematical model which is used to 

determine point of convergence (or intersection) between 

two convex sets [90], where each set contains group of 

functions, here in our case first set contains determined 

phase constraint and other contain image constraint. 

This approach guesses the k-space data by applying 

phase correction using conjugate symmetry algorithm 

(Section V, A) iteratively. As it is discussed, the most of 

the information about an image is near to central region. 

The central region is bounded for iteration with fix point 

in range x1 to x2  and  y1 to y2 which can  be seen in Fig. 

12. 

After several iterations, the correct k-space data 

become nearly conjugate symmetric. 

Assumptions: 

m(x, y) represents true image 

M(kx, ky) represents full k-space data 

Since, m(x, y) = IDFT{M(kx, ky)} 

Mp(kx, ky) represents low frequency region, (central 

region) 

A new sub k-space is defined from kx1 <= kx < kx2 can 

be given as: 

Mp(kx, ky) = { 

M(kx, ky); if (kx1 <= kx < kx2) 

0; elsewhere 

} 

 

 

 

 

 

 

 

 

 

 

 

Fig.12. k-Space data emphasizing on Central Region [90] 

Algorithm [90]:  

1. Take input as k-space raw-data (matlab: ".m" file) 

 

(a) If it is Conjugate Symmetric, goto step 4 

(b) Else, go to step 2 

 

2. Apply idft on Mp, we will get mp, partial reconstructed 

image 

 

mp(x, y) = idft(Mp(kx, ky)) 

 

3. Find phase constraint for each entry, after phase shift, 

the reconstructed intermediate image can be gien as 

 

mr(x, y) = |mp(x, y)|exp(i.ϕ(x, y)) 

 

And new k-space can be given as: 

 

Mr (kx, ky) = DFT{mr(x, y)} 

 

Iterate step 2 and 3 until phase started varying slowly 

(The almost conjugate asymmetric k-space is obtained) 

 

4. Do Inverse Fourier Transformation of new k-space, 

we'll get reconstructed image, 

 

mr = IDFT{Mr(kx, ky)} 

 

here, mr is the reconstructed image. 

Fig. 14 illustrates the POCS method. 

Pros: It produces better quality images than that of 

direct methods because it changes the conjugate 

symmetry and phase correction iteratively which process 

the image and spatial frequency domain again and again 

and then produces contrast image. 

Cons: If the phase varies rapidly even after several 

iterations. It doesn't produce good result. POCS method 

also fails in filling entries in k-space if the k-space is 

quite more asymmetrical. 

Result: As we can see in Fig. 13 that output of POCS 

Algorithm which is much better than other non-iterative 

techniques. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.13. Original Brain Phantom Image (U) and Reconstructed Phantom 

Image (D) after applying POCS Reconstruction Algorithm
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Fig.14. Pictorial Representation of POCS Algorithm [72] 

B. Reconstruction using Singular Value Decomposition 

SVD (Single Value Decomposition) [91] is 

factorization of complex/real matrix which has very 

useful implementations in Signal Processing/ Image 

Processing. 

Fundamentals of Singular Value Decomposition: 

M = U Σ V*, M is Given Matrix 

U is m x m size unitary matrix,  

Σ is an m x n diagonal matrix,  

V* is conjugate transpose of V unitary matrix of size n 

x n 

Its application is of finding pseudo inverse of a matrix. 

M+ = V Σ+ U* 

Σ
+ is obtained by replacing every non-zero diagonal 

entry by its reciprocal and transposing the resulting 

matrix. 

Reconstruction Algorithm using SVD 

The algorithm takes input as partial k-space data and 

produces reconstructed image. 

Algorithm [91]: 

As it is know, k-space is a matrix of complex number 

of phase encoded signal in Fourier Space. The k-space in 

the frequency domain or spatial can be written as: 
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In the terms of SVD k-space can be written as: 

 

11 22  
MMMNMN XAS  

 

A is the matrix of Fourier coefficient whose values are 

phase corrected, S is the k-space data,  and X is the value 

of intensity that need to be reconstructed. 

The inference of X is used to evaluate the pseudo 

inverse of the matrix A. The idea of SVD in the 

reconstruction is to make the matrix regular. Regular 

signifies that there should be only one value 

corresponding to each row and column.  

A pre-determined Fourier Coefficient matrix (See Fig. 

14) exists through practical purposes and do pseudo 

inverse on a matrix after phase error. 

Fig. 16 illustrates the detail about SVD method. 

Pros: It gives quite better result and if there is priory 

knowledge about the Fourier coefficient matrix, it gives 

best result. If we have highly configured system then it's 

a best among all that we discussed above. 

Cons: It is a complex process, its time and space 

complexity is very high. Suppose we are having four 

variables SVD image size variables k and L. Let k = 128, 

L = 84, size is 1282 *842 *2 * 8 = 1.7 Gb memory, which 

is quite more even for Modern Computer Systems. 

 Result: It gives good result and images reconstructed 

from this algorithm are acceptable. Its result into better 

quality econstructed images (Fig. 15) that of images 

reconstructed by POCS method. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 A Review on Image Reconstruction through MRI k-Space Data 55 

Copyright © 2015 MECS                                                        I.J. Image, Graphics and Signal Processing, 2015, 7, 42-59 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.15. Original Brain Phantom Image (U) and Reconstructed Phantom 

Image (D) after applying SVD method 

Fig.16. Pictorial Representation of SVD image reconstruction method 

[91] 

C. Reconstruction using Dictionary Learning 

It is used for sparse representations of images/signals. 

It assembles the collection of atom. These atoms are 

collection of column vectors of some fixed length.  Let 

the length of atom be N here and the total number of 

atoms are K. A dictionary D can be created of size N x K.  

X is a vector and represents a signal/image in terms of 

linear combination of some of the Dictionary atoms and 

Sparse Random Vector can be given as 

 

X = D.w; 

 

Where 'w' is a Sparse Random Vector [92] 

Theory: The quality of reconstructed images can be 

improved in two ways, Firstly, increase the number of 

atoms in dictionary learning [93] upto blocks. Secondly, 

divide the dictionary learning scheme in two levels, a low 

resolution learning and high resolution learning. Low 

resolution is applicable to the concept of sparse coding 

while high resolution is applicable for updating the Image. 

This is a new method proposed in 2011 and can be further 

improved.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.17. Original Brain Phantom Image (U) and Reconstructed Phantom 

Image (D) after applying SVD method 

Results: The dictionary learning algorithm achieves 

better quality images (Fig. 17) as compared to the POCS 

method. It reconstructs images which are quite similar to 

SVD method. The best thing is with Dictionary Learning 

method it is efficient than SVD method. 

D. Summary of Modern Reconstruction Algorithms 

We have discussed POCS Reconstruction Method, 

SVD method, Dictionary learning method. Dictionary 

learning is the modern approach; we can use already 

build dictionary that can be used for reconstructing 

images. Dictionary Learning gives better result when the 

input data is sparsed. SVD method involves lot of 

mathematics for reconstructing images. Dictionary 

learning is also one of the wide area for research. There's 

a good scope in Image Reconstruction field. 

 

IX.  CONCLUSION
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In this survey paper, the basics of MRI have been 

briefly reviewed. It is a multi-disciplinary area involving 

physics, mathematics, computational sciences etc. All 

these algorithms for reconstruction come under the 

computational sciences. The input raw data for these 

algorithms is k-space data. Various modern magnetic 

resonance imaging techniques like fMRI, diffusion MRI 

were also discussed. The concept of phase correction, 

phase error and types of k-space data has been introduced. 

The concept of Expectation Maximization, Sensitive 

Encoding, Level Set Method and many others have been 

reviewed in the classical works in image reconstruction. 

The section on Classical research works mainly focused 

on the enhancement of gradient coding and reduction in 

the scan time. The concept of Alternating Minimization, 

Signal Modeling Approaches, and, SSSVM have been 

reviewed in the category of recent works in image 

reconstruction.  

The algorithm, zero filled method is a trivial method, it 

works fine when full k-space is available, but with partial 

k-space it gives unwanted blurring. The phase correction 

using conjugate symmetry, homodyne algorithm and 

projection onto convex set (POCS) work well only if 

variation in phase in the image is low. When the degree 

of phase variation is high, these algorithms give ghosting 

effect in an image. The Singular Value Decomposition 

(SVD) works better even if phase variation is there in k-

space data. Dictionary Learning Image Reconstruction is 

one of the recent techniques for reconstructing image; it 

reduces the time of scanning. If the degree of variation of 

phase in k-space data is high, then images cannot be 

reconstructed properly even with POCS method. It is also 

observed that the images can be reconstructed properly 

by including the concept of total variation [94] in the 

POCS method. 
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