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Abstract—The task of estimating the age of humans from 

facial image is a challenging one due to the non-linear 

and personalized pattern of aging differing from one 

individual to another. In this work, we investigated the 

problem of estimating the age of humans from their facial 

image using a GroupWise age ranking approach 

complemented by ageing pattern correlation learning. In 

our proposed GroupWise age-ranking approach, we 

constructed a reference image set grouped according to 

ages for each individual in the reference set and used this 

to obtain age-ranks for each age group in the reference set. 

The constructed reference set was used to obtain 

transformed LBP features called age-rank-biased LBP 

(arLBP) features which were used with attached age-

ranks to train an age estimating function for predicting 

the ages of test images. Our experiments on the publicly 

available FG-NET dataset and a locally collected dataset 

(FAGE) shows the best known age estimation accuracy 

with MAE of 2.34 years on FG-NET using the leave-one-

person-out strategy.  

 

Index Terms—Age estimation, age rank, age-rank-bias, 

groupwise age-ranking, ranking. 

 

I.  INTRODUCTION 

The phenomenon of human ageing is a complicated 

aspect of human physiology that has been studied in 

various disciplines such as Human Perception and 

Psychophysics [1], Computer Vision and Image 

Processing [2], Pattern Recognition [3] and Forensic 

Science [4]. Human ageing is particularly complicated 

due to the several factors that influence it as well as the 

fact that it is temporal (time-variant) and personalized. 

Humans age in different ways depending on several 

factors which range from external factors such as weather, 

condition of living, drugs, nutrition etc to internal factors 

such as gender, heredity, ethnicity etc. As complicated as 

human ageing is, humans seem to be able to predict the 

ages of other humans relatively accurately with little 

effort [5] and this is done using heuristics. However, this 

task is not as easy for machines as it is for humans 

In Computer Vision, Image processing and Pattern 

Recognition research, age estimation is considered as the 

task of predicting or determining the age or age range of 

an individual given certain parameters (often, the face) 

[6]. Interestingly, age estimation has received a 

considerable amount of attention in the research 

community owing to its wide range of applicability which 

includes a number of adaptive technologies such Age-

Specific Human Computer Interaction (ASHCI) [7], age 

falsification detection in sports and military [8] and even 

Security and Surveillance [9]. 

However, the complicated nature of this task, as 

explained earlier, has given rise to several different 

approaches to estimating the ages of humans to a reliable 

degree of accuracy. In this paper, we propose an age 

estimation approach called GroupWise Age Estimation 

by Ranking (GWAgeER). Our novel approach employs 

GroupWise age-ranking to determine the ages of subjects 

from their facial images and in the process, learns the 

correlation between the various ageing patterns of 

different individuals within each age group. Thus, we 

were able to come up with an age estimation framework 

that intuitively combines ageing pattern learning and age 

ranking for determining ages; to the best of our 

knowledge, this is the first research in age estimation to 

employ this approach. Our results indicate significant 

improvement over the state-of-the-art approaches.  

The remainder of this paper is organized as follows; 

section II contains a review of previous literature on age 

estimation research, section III discusses the 

methodology of the proposed age estimation framework, 

section IV gives details of our experiments and section V 

gives the results obtained from them with a 

comprehensive comparison with the results from existing 

works and the conclusion is presented in section VI of 

this write up. 

 

II.  RELATED WORKS 

Over the years, research in human age estimation has 

achieved significant results, which seem to have 

outperformed human age estimation ability. However, the 

need to obtain more reliable age estimates which are 

close to ground truth age has caused age estimation 

research to keep improving. So far, the best reported 

results on the two most widely used facial ageing datasets 

FG-NET [10] and MORPH [11] obtained Mean Absolute 

Error (MAE) of 3.14 years and 4.18 years on FG-NET 

and MORPH respectively [12, 13]. From our observation, 

existing research in age estimation can be categorized 

into five major categories based on the approach 

employed for determining age [8]. These categories are 
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the Anthropometric models, the Ageing Pattern Learning 

models, the Multiclass approach, Regression approach, 

the Age Ranking approach. Most other approaches are 

hybrid of two or more of the above stated. 

Anthropometry, the science of measuring sizes and 

proportions of objects, has been used both to model the 

progression of growth of human faces as well as to 

estimate the ages of humans based on their faces [14]. 

The Anthropometric Models [2, 15, 16] adopt knowledge 

from Facial Wrinkle Analysis and Craniofacial Research 

for modelling the growth of the face. They basically used 

age-related facial contour and texture changes to 

categorize faces into different age groups. This approach 

is therefore mostly suitable for young faces in which 

facial contour changes are still observable but is not quite 

suitable for older faces in which facial contour changes 

are not pronounced. 

The Ageing Pattern Learning models are been based on 

the observation that individuals possess certain 

personalized ageing pattern, which is responsible for their 

ageing process [9, 17, 18, 19]. These individual ageing 

patterns are therefore learnt in order to synthesize a facial 

image for individuals at some other ages not present in 

the training sample. Although, age estimation algorithms 

based on this approach were relatively successful, ageing 

pattern learning works best with images properly 

represented (in terms of gender, ethnicity and ageing 

pattern) in the training set and it requires complete 

face/age information about each subject to perform well. 

Unfortunately, there is currently no known facial ageing 

dataset that has as much information as is required for 

accurate ageing pattern learning [6]; FG-NET contains a 

wide range of age-separated facial images per subject but 

contains images for only one ethnicity (Caucasian) while 

MORPH is a multi-ethnic dataset but has a limited 

number of age separated images per subject (averagely, 

four images per subject) with age difference between 

such age-separated images less than one year. 

The Multi-class approach [5, 20, 21] assumes that age 

labels are independent classes into which face images can 

be classified thus resulting in a ‗multi-class‘ classification 

problem. This approach has also been successful in age 

determination, especially due to the use of the Support 

Vector Machine (SVM) [22, 23]; an excellent Machine 

learning algorithm for classification. Unfortunately, the 

assumption that ages are independent is not quite realistic 

as close age labels often reflect similar ageing features; 

this therefore, has limited the performance of algorithms 

based on this approach. 

Age estimation has also been handled as a regression 

problem [7, 13, 24, 25, 26] in which the age labels are 

learnt by a function which fits face images to their 

corresponding ages in an attempt to estimate their ages. 

This is intuitive because the age labels are integers and 

their relationship with the ageing features, expressed as 

real numbers, can be learnt. Support Vector Regression 

(SVR) has been very successful in this approach, thus 

researchers have applied several modifications of it to 

improve the model fitting function. This approach often 

requires a relatively large database of ageing faces and 

rigorous training. 

The ranking approach regards age labels as ordinal 

pairs and the age of a test image is estimated based on 

some preferences obtained by comparing the rank of this 

image with the rank of a set of reference images whose 

ages are known [27, 28, 29, 30 31, 32]. This approach has 

met with a level of success surpassing that of the 

classification and regression approaches because of its 

intuitive method of determining an unknown age of a 

facial image by comparison with facial images of known 

ages to determine whether it is older or younger and 

eventually using this preference to arrive at an age 

estimate. 

Of all the five categories, the ranking approach seem to 

be the closest to the way humans estimate ages; i.e. 

comparing the face of the subject in question across a set 

of other faces whose ages are known and trying to see 

where the face in question should fit in the set. In this 

work, we employ the ranking approach to age estimation, 

but with intuitive improvements. Drawing inference from 

the listwise ranking approach of Information Retrieval 

[33, 34, 35], the proposed age estimation framework 

ranks facial images by performing a group-wise 

comparison of facial images instead of the pairwise 

comparison employed in previous ranking frameworks. 

 

III.  PROPOSED ALGORITHM 

Recent research have employed the Ranking Approach 

to Age Estimation [28, 29, 30, 31] on the basis that it is 

intuitively easier to predict the older or younger between 

two or more faces than it is to predict the age of a 

particular face, therefore stating that age estimation is 

easier by establishing relationships or correlation between 

faces. These works employed a reference set of ranked 

images organized as a series of pair-wise images such 

that a test image is compared against each pair in order to 

determine the rank of the test image. The pairs were 

organized such that one image is older than the other in 

every pair, thus they used the relationship between facial 

images of different ages and the pairs were called ordinal 

pairs. Ref. [28] improved on the pairwise organisation of 

images used in previous approaches by including what 

they called ―consistent pairs‖ which contained pairs of 

images from different subjects of the same age. By so 

doing, they included in the reference set, information 

about the relationship between similarly aged faces; thus, 

their reference set contained both ordinal and consistent 

pairs. To estimate the age of a test image, a series of 

pairwise comparisons was carried out along both the 

ordinal and consistent pairs to determine the rank of such 

test image before its age is estimated. 

From the description of the above ranking approaches 

employed for age estimation, our observation is that there 

is a limit placed on the age learning function to use only 

the information available from pairs of images (due to the 

pair-wise organization of images in the reference set), not 

being able to learn certain informative trends in the 

ageing pattern of different individuals. Also, as observed 
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in [3, 29, 31], ages have some relationship with other 

ages around or close to them, that is, a facial image 

labeled as 17 years may also reflect features similar to 

that of facial images that are 16 and 18 years old for 

instance. This therefore indicates that using ranks for 

exact ages, a person of age 17 could be ranked as either 

older or younger than his actual age (17); this could have 

negative impacts on the result of age estimation. 

To combat this, our work proposed a group-wise 

organization of the image reference set so that images are 

organised in groups according to individual ageing 

patterns. In other words, several age-separated images of 

different individuals are clustered according to age 

groups instead of exact ages. Therefore, our reference set 

can be simply viewed as a matrix of images in which 

images in each column represent different age-separated 

images of an individual and images in a row are images 

of different individuals in the same age group. This 

presents two advantages; first the reference provides 

sufficient information about individual ageing patterns as 

well as the correlation/relationships between them across 

different individuals, secondly, it reduces the possibility 

of incorrect ranking of images whose ages lie close to one 

another since ranks are related to age groups rather than 

exact ages. 

We also observed that most existing works employing 

the ranking approach to age estimation, except [30], do 

not give appropriate consideration to feature 

dimensionality reduction. In the proposed GroupWise 

ranking approach, dimensionality reduction is achieved 

with the age-rank-biased texture features. Using the 

GroupWise age ranking framework, we were able to 

transform facial texture features to reflect age-relevant 

texture features while reducing the dimensionality of the 

texture features as much as possible. To the best of our 

knowledge, this is the first research in age estimation to 

employ a ―non-pairwise‖ ranking approach for age 

ranking. 

Fig. 1 is a generic model showing the overview of our 

proposed age estimation framework. As indicated in the 

figure, the age estimation process begins by 

preprocessing images after which texture features are 

extracted from each facial image using the Local Binary 

Pattern (LBP) operator [36]. The proposed GroupWise 

age ranking approach is used to transform the obtained 

texture features in order to reflect ageing; this is shown 

by the bi-directional arrow between the two modules – 

age-rank-biased features transformation. Consequently, 

the age-rank-biased texture features of an input image 

along with its age rank (as computed by the GW age-

ranker) are used to determine the age of such input image. 

 

 

Fig.1 A generic model of the proposed age estimation Framework 

A.  GW Age Ranking 

As earlier stated, the proposed GroupWise age-ranking 

framework takes inference from the listwise ranking 

approach of Information Retrieval. However, whilst the 

listwise approach ranks the relevance of documents to a 

query by taking a list of documents as an instance, our 

proposed approach does not only take the group of 

images as an instance, but in the course of ranking, it 

considers the individual images in the group and their 

relationships with one another in order to determine a 

rank for images in the age group. Therefore, the rank of 

each age group reflects the generic characteristics of the 

group as well as the relationships between characteristics 

of individual images in the age group. We present below, 

the Mathematical formulations for the proposed 

GroupWise Age Ranking approach. 

Definition 1: Given a list of objects (facial images), X 

and an outcome space Y (of age labels), we state the 

following definitions. 

 

},...,,{ 21 nxxxX                           (1) 

 

}|,...,,{ 121  iim yyiyyyY                (2) 

 

So that each image xi ϵ X has an age label yi ϵ Y and this 

relationship is many-to-one and onto i.e. many images 

can have the same age label but no single image can have 

more than one label. This relationship can be expressed 
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as follows; 

 

,...),(;,...),( 11   jjijii yyxyxx           (3) 

 

The symbol  indicates that there no such mapping 

exists between the two operands. Therefore, from (1) and 

(2), we can say that, m ≤ n. 

Suppose we can define a particular subset of X 

as XX i  , such that Xi contains objects (images) 

belonging to a particular age group specified by an age 

range, ρ. We therefore wish to define k such subsets of X 

as follows. 

 

XXXXX jk  {};21          (4) 

 

From (4), each Xj is a distinct subset of X and thus 

each xi є X belongs to exactly one Xj. Therefore, we can 

state the following equation 

 

kjniXxXx jiji ,,2,1;,,2,1;       (5) 

 

Each image age group, Xj, consists of f different 

individuals so that each Xj can be written as 

 

},...,,{ 21 jfjjj xxxX                     (6) 

 

Note that, f being the number of individuals in each 

age group, is required to be consistent all through the age 

groups (i.e. each individual is represented once in each 

age group). In our experiments, we set f = 12. 

Therefore our reference set can be viewed as a matrix, 

θ, written as 
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Note that, xi as defined in (1) is now equivalent to Xij 

Consequently, Y can be partitioned into k disjoint 

subsets according to the age range, ρ, as follows: 

 

 )(|{};21 jjk YcXYYYY         (8) 

 

such that each image xi є Xj maps to a corresponding age 

label in Yj and c(.) is a function that returns the cardinality 

of its argument (a set). 

We can therefore write each Yj as a vector, ϕ 
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Definition 2: Suppose there is an arbitrary function 

agegroup(.) which maps each subset of X to its 

corresponding subset in Y, then we can write 

 

kjjXagegroupYX jjj ,2,1;)(       (10) 

 

Definition 3: We remember that Y is the outcome space 

(of age labels) and that each YYj  , contains age labels 

in Y that belong to the same age group and are therefore 

assumed to have the same (age-group) rank. 

Therefore, we can define an age-group-specific 

ranking function given a set R of ranks. For now, we will 

abstract our ranking function as rank (.) 

 

}|,...,,{ 21  jk rrrrR                    (11) 

 

kjrYrankrY jjjj ,2,1;)(         (12) 

 

Thus, from (10), we can map each subset of X (i.e. 

XX j  ) to a rank rj є R as follows: 

 

kjrXrankrX jjjj ,2,1;)(         (13) 

 

Therefore, each image in each Xj, as defined in (5) has 

exactly one rj according to (12) and (13) 

 

jijjjj XxrxrankrX  );)((          (14) 

 

Where kjni ,2,1,...,2,1  . 

So far, we have used rank(.) as an abstraction of our 

ranking function, we now provide adequate definitions 

for our proposed groupwise ranking function. 

Definition 4: Suppose we have a space H of ranking 

functions defined as follows 

 

(.)}{hH                               (15) 

 

Thus, we can redefine (14) as 

 

ji rxh )(                                (16) 

 

Where  

 

kjniRrXx jji ,,2,1;,,2,1;&    

 

Our goal is to find an h(.) with the least error/loss on 

ranking so that estimation error can be reduced to the 

barest minimum. The error on ranking has a direct effect 

on the amount of deviation from the ground truth age 

during age estimation; therefore minimizing the error on 

ranking could reduce the likely amount of deviation 

during age estimation. Thus, we define the loss/error on 

ranking as Ԑr. 
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 
N

rr jjr

2

 
                   (17) 

 

Where, 

jr = Predicted rank (expected to lie close to the actual 

rank values) 

rj = actual rank in R 

N = Number of observations 

Specifically, h(.) must learn to rank images in each Xj 

in a groupwise manner by relating the texture features of 

each image in an age group to the median age of the age 

group. However, the texture features could describe 

various characteristics of the human face and there is 

need to ensure that only age-relevant texture features are 

considered for age ranking; this is what age-rank-biased 

Feature transformation helps achieve. Age-rank-biased 

feature transformation is explained in the next section. 

The model for the proposed GW Age-Ranking is 

shown in Fig. 2. As shown in the figure, the images in the 

reference set are arranged to reflect the ageing pattern of 

different individuals across different age groups. Also, 

unlike existing age ranking techniques, the GW age 

ranking approach produces age-group ranks which give 

inferences into the age group to which a particular facial 

image belongs so that these inferences can be utilized to 

estimate the ages of individuals. Images surrounded with 

dashed lines are images of individuals used as substitutes 

where images of particular individuals are missing for 

those age groups. 

B.  Age-Rank-Biased Features Transformation 

As shown in the methodology in Fig. 1, facial texture 

features are obtained using Local Binary Patterns (LBP). 

LBP is an efficient texture operator that has been applied 

in several Pattern Recognition problems with good 

performance. LBP is particularly useful for describing 

image texture in terms of pixels (threshold and 

neighbourhood pixels) which are codified into binary 

values. In the case of facial images, it helps describes the 

facial skin texture and this is a feature of interest in this 

research. However, the face (even facial texture) 

describes a number of facial characteristics apart from 

age; facial expression and recognition features could also 

be obtained from the face. In a bid to ensure that the 

facial features reflect ageing (especially, ageing pattern), 

there is a need to locate and explore age-relevant texture 

features. To this end, we employed age-rank-biased LBP, 

a method that achieves the stated goal by transforming 

texture features such that they reflect ageing patterns and 

reduces the dimensionality of the obtained texture 

features. 

Using the GW age-ranking model and the constructed 

image reference set, the age-rank-biased feature set is 

obtained as an age-rank-biased LBP features (LBP). 

Basically, arLBP is obtained by carrying out a set of 

computations first on the texture features of images in the 

reference set and then on the texture features of input 

images. For the texture features of reference images, the 

computed age-ranks in (16) are used to bias features by 

taking a groupwise product of the features and the age-

group ranks and squaring the result. However, for input 

images, a weighted dissimilarity computation is carried 

out between the arLBp features of the reference image 

and the texture features of the input image. The weighted 

dissimilarity measurement is taken across each age group 

taking into cognizance specific features obtained from 

specific regions of the face (as specified in (11)) from 

each individual in each age group. By so doing, the 

obtained features for an input image is a reflection of the 

relationship between the features of different individuals 

in an age-group, thus enabling the learning of individual 

ageing patterns across the different age groups available, 

since the age-separated images of individuals in the 

reference set are arranged to reflect ageing patterns across 

different individuals as shown in Fig. 2. 

 

 

Fig. 2 Proposed GW age-ranking model 

Mathematically, arLBP is modeled as follows: 

Definition 5: Given a reference image set containing 

age-grouped images X1,X2,…,Xn, with bi being the 

histogram of LBP features of each image in each Xj; each 

Xj is then biased with the age rank (rj) of its age group as 

follows: 
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.* is an element-wise matrix product operator. 

βj = Histogram of LBP features of all images xi in Xj 

 j = agerankbiased LBP features of all images xi in Xj 

LBP (.) is a function that computes the Local Binary 

Pattern of an image. 

Definition 6: Given an image xi with LBP histogram bi 

and a reference image set containing age-grouped images 
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X1,X2,…,Xn; arLBP of image xi can be computed as 

follows 

 

},...,2,1|{; kibbbb iiiji                 (20) 

 

Where 

 

kj ,2,1  

 

k = the number of age groups used in the reference set 

● is a weighted-accumulated difference operator. 


ib  = the resulting Age-Rank-Biased feature set for x. 

● is an operator that performs a weighted accumulated 

difference across different age groups in the reference set 

and implemented as shown in Fig. 3. 

 

 

Fig. 3 Histogram dissimilarity computation for arLBP 

In Fig. 3, β represents the histogram of features of the 

input image while Q represents those of the reference 

images; φ is a function that retrieves the weights of 

respective facial regions. The difference in square 

brackets is the difference between corresponding features 

of the input image and the reference images; this 

difference is multiplied with their respective weights 

(obtained by φ) and is accumulated for each feature per 

age group in the reference set. Thus, the result is an 

accumulation of weighted differences between the 

features of the input image and those of the images each 

age group in the reference image set.  

AR LBP is actually a bias of the histogram of LBP 

features. It uses the age ranks of images in the reference 

set to bias the pattern and distribution of image texture 

features obtained thereby reflecting the relationship 

between the image texture features and their age ranks 

(age groups). Subsequently, these age-rank-biased 

features are used to produce more than one feature vector 

for each input image thus producing more observations 

for training. 

In other to keep this paper focused on the important 

contributions of this work, it does not include detailed 

discussion of other concepts which were part of the work 

but were not major contributions of the work; an example 

of this is the Local Binary Pattern (LBP) which is the 

technique used for describing the facial texture 

transformed into arLBP. Details of LBP and its various 

implementations can be found in [36, 37, 38]. 

Implementation-specific details of the GW age-ranking 

and arLBP models are explained in the next section. 

The following algorithms were for constructing the 

image reference set and for ranking images respectively 

using the proposed GW age-ranking approach. 

 

1. Input: X = {x1,x2,…xn} (a set of images), and Y = 

{y1,y2,…,yn | yi ≤ yi+1} (a set of age labels) where m≤n. 

2. Construct reference set, θ: 

a. Define age range = ρ; number of age groups in θ 

= k; number of individuals per age group in θ = f. 

b. Construct each age group XX j   according to 

(4) and (5). 

c. Construct YYj   according to the equation in (8) 

and label each ji Xx  with its corresponding age 

group label in ϕ from (9). Thus, Yj becomes the 

age group label for Xj; Yj+1 the age group for Xj+1 

and so on. 

d. Construct the reference set, θ attached to the age 

group labels in ϕ. 

 





















kfkk

f

f

XXX

XXX

XXX










21

22221

11211

  





















kY

Y

Y


2

1

  

 

3. Feature Extraction: Extract LBP features for all 

images in θ and compute the histogram of their LBP 

features. 

 

for each Xij in θ 

 βij ← LBP(Xij) 

end 

 

4. Age Rank Computation: In each age group, learn a 

common trend and use it to determine their age ranks. 

 

for each Xi (age group) in θ 

for each Xij in Xi 

  h(Xij)→ rij 

end 

 ri ←learn(rij) 

end 

 

5. Calculate the age-bias for each age group in θ: (From 

step 3, each Xij in θ has histogram features βij) 

 

for each Xi (age group) in θ 

for each Xij in Xi 

  


ijb ← AgeRankBias(ri , βij)
 

 end 

end 

Algorithm. 1 ConstructGWRank(•): Algorithm for constructing the 
groupwise reference image set 

        
β 

        

        

        

        

        

        

Q 

… … … … … … 

φ[∑(β(1) – Q(1,j))] 

φ[∑(β (2) – Q(2,j))] 

φ[∑(β (n) – Q(n,j))] 
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6. Output: 
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22221

11211





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







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







kY

Y

Y


2

1

  

 

The learn() function of step 4 in Algorithm 1 is an 

implementation of the way the ranking function h(.) was 

learnt. 

 

1. Input: histogram features Hx for a given image x 

2. Compute histogram dissimilarity: (From step 5 in 

Algorithm 1, the age-biased feature of each image in the 

reference set, θ, is denoted 


ijb ) 

 

for each Xi (age group) in θ 

for each Xij in Xi 

  


xib ← AgeRankBias(βij , 


ijb )
 

 end 

 

xix bb   

end 

 

3. Output: },...,,{ 21


xkxxx bbbb   where each 



xib  is 

a vector of age-biased texture features. 

Algorithm. 2 GWRanker(•): Algorithm for ranking an input image. 

IV.  EXPERIMENTS 

In the experiments, we employed a standard facial 

ageing dataset (FG-NET [10]) along with a locally 

collected dataset (FAGE). The FG-NET dataset is a 

standard facial ageing dataset of 1002 facial images of 82 

Caucasian unique subjects with an average of 12 age-

separated facial images per subject. The FAGE dataset is 

a locally collected facial ageing dataset of 115 facial 

images of 87 indigenous African subjects (as at the time 

of this experiment, work is still on to increase the size of 

the dataset). Although, the FAGE dataset is relatively 

small in size, it is peculiar to this research because it 

contains faces of indigenous African – faces of African 

who reside within the African continent. To the best of 

our knowledge, this is the first facial ageing dataset to 

feature indigenous African faces, existing facial ageing 

datasets such as MORPH [11] (which is about the largest 

known multi-ethnic facial ageing dataset) contain facial 

images of Africans residing outside the continent; based 

on the observation of the impact of weather and condition 

of living on ageing [7, 39], we believe that this feature of 

indigenous faces is equally impactful on the result of age 

estimation. Consequently, we believe this is the first age 

estimation research on indigenous African faces. 

Our experiments were focused on estimating the ages 

of individuals within the teenage and young adult period 

of human life (13 – 40 years). We chose this age range 

based on our observation that this is the period of human 

life with the most active involvement in social activities 

and is therefore the most crime-prone period of life; 

research is still on to evaluate the performance of the 

proposed methodology on a wider age range. Basically, 

all our experiments were performed using a combination 

of the two aforementioned datasets with MATLAB
®

 

software for implementation, but evaluations were carried 

out on the dataset both separately and as a combination. 

Following the proposed GW age ranking model, an 

image reference set was constructed from the two 

aforementioned datasets using a subset of the 

combination of both datasets. Our reference set consisted 

of 12 unique subjects with 7 age-separated facial images 

per subject to represent 7 different age groups (13 – 16; 

17 – 20; 21 – 24; 25 – 28; 29 – 32; 33 – 36; 37 - 40). For 

subjects with missing facial images for a particular age 

group, other subjects were used as substitutes (these are 

indicated in Fig. 2 as images surrounded with dashed 

lines). Facial texture features of images were extracted 

using Local Binary Patterns and the distribution of the 

texture features were observed by obtaining the 

histogram of these features. Specifically, the h(.) ranking 

function was implemented as follows: 

 

I. First, an empirical study of the distribution of facial 

texture features was carried out by observing the 

standard deviation of the features of each individual 

in each age group and comparing it with the 

standard deviation of facial texture features of all 

individuals in each age group.  

a. It was observed that more than 70% of images in 

each age group in the reference set had the standard 

deviation of their features close to that of the entire 

age group with a difference of less than 2. 

b. It was also observed that the standard deviation of 

each age group in the reference set decreased from 

the smaller age to the higher ones. The only 

exception to this was the second to the last age 

range (33 – 36 years) whose standard deviation 

suddenly shut up, yet the last age range (37 – 40 

years) still had a lower standard deviation value 

than this second to the last age range (33 – 36 years). 

However, this last two age ranges had standard 

deviation values higher than the third to the last age 

range (29 – 32 years) and the effect of this deviation 

was revealed on the results as presented in section V. 

This discrepancy is due to the sparse distribution of 

images in this age range as well as the limited 

number of images in this age range; there is a sharp 

difference in the number of images in the age range 

29 – 32 years and the age range 33 – 36 years (49 

and 39 images). 

II. Age ranks were computed for each age group using 

the formula; 

 

)()( jjj YmeanXstdr               (21) 

 

Where std(.) gives the standard deviation of the image 

features and mean(.) gives the mean of the age labels in 

each age group and all other variables remain as 

previously defined. 
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III. Subsequently, the age ranks of each age group were 

used to bias the texture features of images in the age 

group by factoring the images in the age group by 

the age group rank along individual features of 

images in each age group. 

IV. The obtained standard deviation of each age group 

in (I) was combined with the image features in 

different ways as shown in Table 1 to arrive at 

different age ranking parameters for each age group. 

V. arLBP was employed according to (20) and Fig. 3 to 

obtain age-relevant texture features for every image 

in the training set by ranking input images based on 

their relationship with each age group; thus 

obtaining a set of features per image which reflects 

the relationship of this image across different age 

groups. 

VI. An ensemble learning framework was employed 

with a regression method to learn these various age 

ranking parameters with the facial image features 

and the rank parameter with the least error on 

ranking is eventually employed for training and 

ranking facial images. 

 

Subsequently, the goal of the proposed GW age-

ranking model is achieved by obtaining the ranking 

parameter with the least error evaluated using (17). As 

seen from Table 1, the type 1 ranking parameter (i.e. the 

age ranking parameter obtained according to (21)) 

obtains an error level lower than the age range of its rank 

values and this was the lowest among the three ‗types’; 

thus, type 1 ranking parameter was employed throughout 

the experiments. In our experiments, h(.) was 

implemented with LSBoost [40], a boosted regression 

method for ensemble learning. Hence, the groupwise age-

rank learning of h(.) is particularly aided by arLBP as in 

step (V). Our choice of LSBoost for age ranking is 

because it fits regression ensembles by minimizing the 

least squares error on prediction and this quantity (least 

squares error) is close to the mean squared error used for 

evaluating the error on ranking specified in (20). LSBoost 

was also used as the age estimation function due to its 

regression ability. For both age ranking and estimation, 

we used the ensemble learning framework of MATLAB
®

 

using a regression tree template with pruning and 

LSBoost as the only weak learner in the ensemble. For 

validated trainings, we used a learning rate of 0.1 for 

validation protocols and 1 for independent test sets; lower 

learning rates generally gives more accuracy on cross 

validated ensembles but this is not always the case with 

predictions on out-of-training samples. 

For the estimation of ages from facial images, the 

learnt ranks were used with image features to determine 

the ages of facial images. Specifically, the texture 

features of facial images were transformed into age-

relevant texture features using our arLBP approach and 

the age-relevant texture features are eventually used for 

age estimation. Therefore, following from (19), Fig. 3 

and Algorithm 2, arLBP eventually represents every input 

image with 7 different vectors of age-relevant texture 

features; each feature vector representing the relationship 

of an input image with each age group in the reference set. 

In this way, we were able to capture the relationship of an 

input image across every age group and were therefore 

able to represent its age-relevant texture features to 

reflect the characteristics of the GW age-ranked reference 

set – namely the ageing pattern variations and the 

GroupWise age ranking. This presents two advantages; 

first it provides several different feature vectors for 

determining the age rank and age estimate of a single 

image thus reducing the possibility of wide deviation 

from the ground truth age during age estimation. 

Secondly, it systematically increases the size of the 

training set and this helps complement the small size of 

our FAGE dataset, because the learning algorithm is able 

to learn with more observations. 

The obtained set of features vectors were then trained 

for ranking using LSBoost and the obtained ranks 

together with these features were used for age estimation. 

In order to appropriately justify the performance of the 

proposed approach, our experiments were carried out 

under various validation settings. 

Table. 1 Age Ranking Parameters 

Type of 

Rank 

used 

Minimum & 

Maximum values 

Range of 

Values 

Loss on 

Ranking 

Type 1a 0.0067, 0.0588 0.0074 0.0000145 

Type 2b 147.3475, 176.8391 4.2129 6.4688 

Type 3c 18725.79, 106931.73 12600.85 13632564.1 

a: the rank of reference age groups; b: the standard deviation of reference age groups; c: a 

product of the standard deviation of each image and the mean of its respective age group 
 

First, we validated our proposed approach using 

standard statistical cross validation protocols. However, 

based on the fact that some cross validation protocols 

overestimate the performance of learning algorithms [40], 

we also experimented the performance of our algorithm 

on an independent test which was explicitly or manually 

excluded from the training set. Although our approach 

was extensively tested on standard facial ageing datasets 

and not on live data, testing on an independent test set 

could serve to provide true and reliable estimates of the 

performance of the proposed algorithm for use in 

working systems where most input images that to be 

worked upon would be live images. 

 

V.  RESULTS AND DISCUSSION 

From previous research in age estimation, two standard 

evaluation metrics have been proposed for age estimation 

algorithms; namely Mean Absolute Error (MAE) and 

Cumulative Score (CS). MAE is the average/mean 

deviation of the estimated age from the ground truth (true) 

age while CS is the percentage of images for which 

estimation error falls below a particular threshold. The 

formulae for the metrics are given as: 



 GWAgeER – A GroupWise Age Ranking Framework for Human Age Estimation 9 

Copyright © 2015 MECS                                                          I.J. Image, Graphics and Signal Processing, 2015, 5, 1-12 
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                     (22) 

 

 
%100

ˆ







 
 

N

yy
CS


           (23) 

 

Where 

y = the ground truth (true) age; ŷ  = the machine-

estimated age; ε = error threshold value; N = number of 

observed image samples 

Cross validation partition is a cross validation protocol 

which randomly splits the dataset into training and test 

set based on specified proportions. We specified a 

number of random splits as follows; 80% training images 

and 20% test images, 70% training images and 30% test 

images, 60% training images and 40% test images and 

50% training images and 50% test images. The results as 

shown in Tables 2 and 3 indicate MAE of approximately 

1 year for all partitioned cross validated trainings. 

In evaluating the performance of our proposed method, 

other validation protocols used were the folded (k-fold) 

Cross Validation protocol. In a k-fold validation protocol 

the dataset is randomly split into k different folds – where 

k is a positive integer – each fold is then exempted from 

the dataset for testing while the remaining folds are used 

for training; this process is repeated until each fold has 

been used for once for training and k-1 times for training. 

Specifically, we used the popular leave-one-person-out 

(LOPO) protocol for validating on FG-NET. Similar to 

the k-fold validation protocol, LOPO leaves out the 

images of each subject in the FG-NET dataset once for 

testing and uses it k-1 times for training. In FG-NET 

dataset, k=82, however, considering the age range used in 

our experiments (13 – 40 years), three FG-NET subjects 

did not have any images in this age range, therefore, 

LOPO in this case has 79 subjects to deal with. As shown 

in Table 2, k-fold cross validation was experimented 

using 4-fold, 5-fold and 10-fold cross validation and the 

results indicates that most of these validation protocols 

have MAE of approximately 2 years except in the case of 

LOPO with correct ranks (i.e. when age ranks were 

predicted fairly accurately). 

Lastly, we explicitly excluded a carefully selected 

subset of the training set (17 images from FAGE and 54 

images from FG-NET) such that each age range studied 

is represented in the subset; the subset is used as an 

independent test set as explained earlier. Altogether, 71 

images were used for independent testing and to examine 

the effect of age ranking on the accuracy of age 

estimation, we experimented using correct and incorrect 

ranks. By correct ranks we mean a situation where 

images were ranked fairly accurately, and incorrect ranks 

refer to the situation in which age ranks were poorly 

predicted. From Table 2 and Table 3, age estimation 

results were best with ranks predicted accurately. All 

other cross validation settings for which the correctness 

of the ranks are not specified were experimented with 

incorrect ranks and this is an indication of an excellent 

performance of the proposed approach algorithm – even 

with incorrect ranks. It can therefore be said that GW age 

ranking is enhanced by the arLBP features when ranks 

are incorrect. 

Table 3 gives details of the performance of the 

proposed age estimation framework on each age group 

used in the research. Although, the age ranks are 

predicted based on age groups, it is important to state that 

age estimation was done using exact ages unlike many 

existing works which classify facial images into age 

ranges. Due to the small age range covered in our 

experiments we have presented the MAE of Table 3 

using a range of 3 years unlike the decade of life 

popularly used in FG-NET and MORPH datasets and we 

consider that this smaller age range presents a more 

detailed view of the performance of our age estimation 

framework on each age group. One can observe that the 

performance degraded with the higher ages (29 – 40 

years) and this was due to the limited number of images 

available at those ages. 

Fig. 4 and Fig. 5 give the Cumulative Scores (CS) on 

the in individual datasets as well as their combinations. It 

can be observed that Cumulative Scores for the k-fold 

validation protocols were not included in the graphs, this 

is because folded validations cannot be used for 

prediction on out-of-training samples; thus, evaluating 

the cumulative score would only be possible on the same 

data used for training which would not be appropriate. As 

seen in the figures, the cumulative scores were very high 

with correct ranks (Fig. 4) but with incorrect ranks (Fig. 5) 

a sharp difference is seen between the cross validation 

settings and the independent test set; an indication of the 

overestimation of cross validation protocols earlier stated. 

To better evaluate the performance of our proposed age 

estimation framework, we presented in Table 4, detailed 

comparison of the performance of our approach (in terms 

of MAE) with the performance of state-of-the-art age 

estimation algorithms on the standard FG-NET dataset. 

Although, many of the compared works were tested on a 

wider age range (0 – 69 years), it should be noted that a 

number of them classified images into age groups and not 

exact ages as is done in our approach. 

Table. 2 MAE on the Combined Dataset (FAGE & FG-NET) 

Training/Validation Configuration MAE ( years) 

CVPartition (80%-20%) 0.9485 

CVPartition (70%-30%) 1.0282 

CVPartition (60%-40%) 1.1617 

CVPartition (50%-50%) 1.1876 

4-fold CV 2.3761 

5-fold CV 2.3214 

10-fold CV 2.1915 

LOPO (With incorrect ranks) 2.3401 

LOPO (With correct ranks) 1.0034 

Independent Test Set (correct ranks) 1.7223 

Independent Test Set (incorrect ranks) 5.8511 
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Table. 3 MAE on Each Dataset (FAGE & FG-NET) 

Age 

Range 

(years) 

FG-NET FAGE 

10-fold 

CV  

LOPO 

(Incorrect 

Ranks) 

LOPO 

(Correct 

Ranks) 

Independent 

Test Set 

(Incorrect 

ranks) 

Independent 

Test Set 

(Correct 

ranks) 

10-fold CV Independent 

Test Set 

(Incorrect 

ranks) 

Independent 

Test Set/ 

(Correct 

ranks) 

13–16 2.1396 2.3879 0.8231 6.8571 1.2338 0.4339 6.0000 0.8571 

17–20 1.7615 2.0182 1.0145 3.0000 1.5714 0.5397 3.2381 1.9524 

21–24 1.8795 2.0022 1.3170 0.6939 1.8163 0.6818 2.0000 1.8286 

25–28 2.1457 2.2241 1.1513 4.5893 1.4464 1.0095 2.3810 0.4286 

29–32 1.8158 2.2105 0.8008 8.5714 2.3333 0.8701 6.5000 3.2143 

33–36 2.2778 2.9206 1.0873 11.0408 2.8571 1.6500 13.000 2.4286 

37–40 3.6149 4.2236 0.9689 14.6786 1.2143 0.7143 13.1429 1.4286 

Overall 2.0649 2.3401 1.0034 6.2487 1.7407 0.7024 4.5882 1.6639 

 

From Table 4, our approach significantly improves 

over the state-of-the-art age estimation approaches on 

FG-NET; even with incorrect ranks GWAGeER has 

MAE of 2.34 years. Also, as seen in the table, LOPO is 

the most widely accepted validation protocol on FG-NET 

and this is because of the wide range of age-separated 

images per subject present in the dataset. Fig. 6 also 

shows the Cumulative Score on FG-NET dataset from 

previous works. In the figure, GWAgeER1 refers to 

GWAgeER tested with LOPO (correct ranks) while 

GWAgeER2 refers to GWAGeER tested with LOPO 

(incorrect ranks). Obviously, GWAgeER1 has the best 

performance among the compared algorithms, achieving 

a cumulative score of 80% at error level 2 which is by far 

the best we have seen on FG-NET. 
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Fig. 5 CS on Incorrect Ranks 

VI. CONCLUSION 

This work has shown the impact of the ranking 

approach as well as the importance of employing age-

relevant facial features to improving the age estimation. 

This work has contributed a novel and significant ranking 

approach which employs the correlation of ageing 

patterns of individuals across age groups as well as a 

method of transforming texture (LBP) features into age-

relevant features which significantly improve age 

estimation.  

Table. 4 Comparison of MAE on FG-NET 

Algorithm Validation Approach MAE 

(years) 

AGESlda [17] LOPO 6.22 

RUN [27] LOPO 6.05 

RPK [26] LOPO 4.95 

BIF [5] LOPO 4.77 

AAM+SVR [41] Independent Test Set 4.37 

Rank [29] (80-20) CVPartition 5.79 

EBIF [42] LOPO 3.17 

RankBoost [30] 4-fold 5.67 

OHRank [31] (80-20) CVPartition 4.48 

C-lsLPP [3] LOPO 4.38 

GWAgeER LOPO (Incorrect ranks) 2.34 

GWAgeER  LOPO (Correct ranks)  1.00 

 

 

Fig. 6 Comparison of CS on FG-NET 

Also, to the best of our knowledge, this is the first age 

estimation research on indigenous African faces and the 
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fact that this work was experimented on two different 

ethnicities (Caucasian and Indigenous African) is a 

desirable feature in age estimation. 

In future works, we hope to experiment the proposed 

approach with some other age ranking and estimation 

functions other than LSBoost upon our observation of it 

poor ranking performance, however, when ranks were 

accurately predicted, it estimates ages quite accurately. 

We also intend to extend this work by experimenting on a 

larger multi-ethnic dataset and a wider age range so that 

the generalization of the proposed approach across 

ethnicities could be improved upon. We also hope to 

experiment this approach with pruning in order to 

improve age estimation accuracy. 
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