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Abstract—In this research paper, we have developed a system that identifies users by their voices and helped them to retrieve the information using their voice queries. The system takes into account speaker identification as well as speech recognition i.e. two pattern recognition techniques in speech domain. The conglomeration of speaker identification task and speech recognition task provides multitude of facilities in comparison to isolated approach. The speaker identification task is achieved by using SVM whereas speech recognition is based on HMM. We have used two different types of corpora for training the system. Gamma tone cepstral coefficients and mel frequency cepstral coefficients are extracted for speaker identification and speech recognition respectively. The accuracy of the system is measured from two perspective i.e. accuracy of speaker identity and accuracy of speech recognition task. The accuracy of the speaker identification is enhanced by adopting the speech recognition at the initial stage of speaker identification.

Index Terms—Speaker identification, speech recognition, mel-frequency cepstral coefficients, gammatone frequency cepstral coefficients, support vector machine.

I. INTRODUCTION

Whenever someone makes an utterance that not only communicates message made up of words and sentences with a specific meaning, but also the same speech signal carries information about the person and his mental or physical state of affairs. This information can sometimes be utilized by the listeners albeit the applied technology to describe and classify different speakers and accordingly, the age, gender, accent, language, emotion, physical conditions etc., of speakers may be categorised to serve a purpose [1].

Many scientists and researchers are busy with doing work on speech recognition. Worldwide speech recognition is mostly done in different languages especially in English language.

In the last two decades, few Indian researchers have worked for the development of automatic speech recognition systems for Indian languages in such a way that development of this technology can reach at par with the research work which has been done for the different languages in the rest of the world.

The work in this paper is focused on establishing the duo tasks in the field of spoken engineering: speaker identification and speech recognition. Speaker identification task gives the information about the speaker i.e. “who has said it” and speech recognition task predicts “what has been said” by the speaker [2,4]. The conglomeration of duo techniques can be used for development of voice biometric-based speech recognizer. The traditional speech recognizer system only converts the input speech to text. But a voice biometric speech recognizer not only translates speech to text but also verifies the identity of the speaker.

The voice biometric-based speech recognizer in Oriya language consists of two key components i.e. speaker identification module and speech recognizer module. Both the modules are related to pattern recognition problems. Speaker identification module as well as speech recognizer module are developed by adopting stages like feature extraction, training for model generation and testing to use the generated model of training stage for requisite action as the end result. Multitudes of challenges are interfered during the system developments which are handled in different prospective ways. It is necessary to develop speech corpora in Oriya language for speech recognition and speaker identification as well. Feature selections are required for improving the accuracy rate of the system. In this work, gammatone frequency cepstral coefficients (GFCCs) are used in speaker identification module and mel-frequency cepstral coefficients (MFCCs) along with its first as well as second derivatives are used in Oriya speech recognizer module.

Multiple aspects are taken into account in this paper. Statistical pattern recognition algorithms are utilized in the development of speaker identification and Oriya speech recognition. Speaker identification task is based on the Support Vector Machine (SVM) algorithm whereas Hidden Markov Model (HMM) algorithm is used in Oriya speech recognition engine development.
Voice biometric-based speech recognizer has application in human-computer interaction (HCI) system that assesses the user’s identity to perform any kind of transactions in Oriya language. The transaction is granted only if speaker’s identity is found as valid one. This paper is organized as follows sec. 2 floats the background of voice recognition system, sec. 3 describes the speech database for speaker identification as well as Oriya speech recognition, sec. 4 depicts the feature vectors generation, sec. 5 illustrates the pattern recognition algorithms for system development, sec. 6 emphasize on practical experimental results and sec. 7 conclusion and future work.

II. BACKGROUND

The speech recognizer can be classified into different types namely, isolated speech recognizer, continuous speech recognizer, connected recognizer and spontaneous speech recognizer. The classification is based on the nature of audio files that can be handled by recognizer.

The development of speech recognition system is classified into five generations. Generation1 (1930 to 1950) speech recognizer was based on adhoc method to recognize sound or small vocabularies of isolated words. Generation2 (1950 to 1960) speech recognizer used acoustic phonetic approaches to recognize phonemes, phone or digit vocabularies. Generation3 (1960 to 1980) speech recognizer utilized pattern recognition techniques like linear predictive coding (LPC), vector quantization code book methods and dynamic programming methods with small to medium-sized vocabularies of isolated and connected sequences. Generation4 (1980 to 2000) speech recognizer was based on hidden Makov model that could handle continuous speech. Generation5(2000 to 2020) zeroed on parallel processing methods to increase recognition decision reliability, combination of HMMs and acoustic phonetic approaches to detect and correct linguistic irregularities and that will also increase robustness for recognition of speech in noise.

The early attempt research in speech recognition was to develop isolated word recognizer and connected word recognizer. After getting a success milestone in isolated and connected speech recognizer developments, the next attempt was to develop continuous and spontaneous speech recognizers that provoked the researchers to shift in technology from template-based approaches to statistical modelling methods, especially the hidden Markov model approach. Since then, hidden Markov model techniques have become widely applied in every spheres of voice recognition system.

A significant portion of the research in speech processing in the past few years has gone into studying practical methods for speech recognition in the world. In the United States, major research efforts have been carried out at AT&T, IBM ViaVoice Speech Recognition and the TAN- GORA System, BBN (the BYBLOS and SPIN Systems), CMU (the SPHINX-II Systems), Lincoln Laboratory and MIT (the Spoken Language Systems). The Hearing Health Care Research Unit Projects and the INRS 86,000-word isolated word recognition system in Canada as well as the Philips rail information system, the CSELT system for Eurorail information ser-vices, the University of Duisburg, the Cambridge University systems, and the LIMSI voice recognition in Europe, are examples of the current activity in speech recognition research. Large vocabulary recognition systems are being developed based on the concept of interpreting telephony and telephone directory assistance in Japan. Syllable-recognisers have been designed to handle large vocabulary Mandarin dictation in China and Taiwan [3].

Speech recognition systems have been developed for array of applications such as telecommunications where a speech recognition system can provide information or access to data or services over the telephone line, in manufacturing, a recognition capability is provided to aid in the manufacturing processes. Other applications include the use of speech recognition in toys and games.

A lot of contributions were dedicated by speech processing scientists and researchers throughout the globe for English and non-English spoken languages. But very scanty research in Oriya spoken language is done so far. This research work is completely a novel contribution towards the Oriya language which is one of the recognized Indian official languages.

The impact of voice based biometric system is magnified at the time it is being merged with speech recognition system. The hybridization of speech recognition and speaker identification will be useful to extract private and vital information in proper authorized approach.

This system is very helpful in applications that validate the users from uttered speech at the beginning and then accept the speech input in Oriya language for man-machine communication. So, the entitled research work will hybridize the two distinct speech processing phenomena for providing multitudes of benefits to the end users.

III. DATABASE ESTABLISHMENT FOR SPEAKER IDENTIFICATION AND SPEECH RECOGNITION

Speech database used in speaker identification consists of Oriya spoken phrases uttered by 50 speakers of both the genders. This database was recorded by taking Oriya speakers aged between 18 and 50 years old. User-dependent pass-phrase, prompted phrase and unique passphrase were used to record voice from the speakers in Oriya language. Three-fourth of speaker identification database was used for training and remaining one-fourth of speech files were used for testing purpose for identifying the speakers.

Oriya speech recognition corpus was collected from Oriya speaking persons of both genders. Most of the speakers were having Mogalbandi accent and few speakers were having Sambalpuri accent. These two variants of accents were used to handle the speech variability of spoken Oriya language. All the speakers were native Oriya speakers with no speech impediments...
and were comfortable with the idea of having their speech recorded. The content of Oriya speech corpus is related to the college library. College library domain is taken into account because our motive is to use the research end product for academic purpose where students are going to access college library books through voice input after getting authorization from speaker identification mechanism.

Speech database meant for Oriya speech recognition and speaker identification were recorded in sampling rate of 16000Hz with quantization rate 16bit and mono channel. All the speech files were saved in wav formats.

IV. FEATURE VECTORS GENERATION

CASA system incorporates a series of gammatone filters of T-F analysis. The gammatone filters are standard model of cochlear filtering and generated from psychophysical observations [5].

\[ h(t) = t^{a-1} \exp(-2\pi bt) \cos(2\pi f_c t + \varphi). \]  

(1)

In the above Equation 1, \( a, b \) indicate the filter, \( t \) is time, \( f_c \) is the filter’s center frequency, and \( \varphi \) is the phase, and \( a=4 \) is the order of the filter, \( b \) is the rectangular bandwidth \( \text{ERB}(f_c) \) which increases with the center frequency \( f_c \). Glasberg and Moore have summarized human data on the equivalent rectangular bandwidth (ERB) of the auditory filter with the function:

\[ \text{ERB}(f_c) = \frac{f_c}{Q + B_0}, \]  

(2)

where \( B_0 \) is minimum bandwidth; \( Q \) is the asymptotic filter quality at large frequencies.

The filter output retains original sampling frequency. The 128 channel responses are down sampled to 100 Hz along the time dimension. The magnitudes of the down-sampled outputs are then loudness-compressed by a cubic root operation. The resulting responses \( Gc[m] \) form a matrix, representing a T-F decomposition of the input, \( m \) is the frame index and \( c \) is the channel index. This T-F represents cochleagram, analogous to the widely used spectrogram. A cochleagram provides a much higher frequency resolution at low frequencies than at high frequencies. The T-F of cochleagram is a GF feature. Discrete cosine transform (DCT) is applied over GF feature that reduces the dimensionality and de-correlate its components. The resulting coefficients are called gammatone frequency cepstral coefficients GFCCs [6, 7, 8].

V. VOICE BIOMETRIC-BASED SPEECH RECOGNIZER

ARCHITECTURE

In this research article, we have conglomerated the speaker identification module with Oriya speech recognizer. So, the hybridized system will be helpful in man-machine communication in Oriya language with proper authentication at the beginning of communication. The communication in this research work is between students and machine. Students validate themselves through their voices using speaker identification technique and identified students are later allowed to get the information regarding the availability of books in the college library through speech recognition technique. Speaker identification module is developed using Support Vector Machine (SVM) and Oriya speech recognition is developed using Hidden Markov Model (HMM).

A. Support Vector Machine as Classifier for Speaker Identification

SVM classifier is superior in comparison to most of other classifiers because it proposes the solution with maximum margin that makes the classifier robust in comparison to others, SVM can handle input with very high dimensionality and it utilizes the optimization theory of duality to make estimation of model parameters in higher dimensional feature space computationally tractable. During the training procedure SVM creates model those are represented by samples placed in feature space where samples belonging to the same class are separated in feature space with a margin, which size is as much as possible. Unknown data are also mapped into this space and are classified based on the position in this feature space. Formally, we can say that SVM creates hyper plane or a collection of hyper planes in higher dimensional or infinite dimensional feature space. The best separation ability is achieved if hyper plane has the greatest distance from the nearest training samples of arbitrary class [9, 10].

Fig. 1 is having two classes of observations, shown in circle and in square representation. The maximal margin hyperplane is shown as a solid line. The margin is the distance from the solid line to either of the dashed lines. It is also seen from Fig. 1 that, three training observations are equidistant from the maximal margin hyperplane and lie along the dashed lines indicating the width of the margin. These three observations are called as support vectors, because they “support” the maximal margin hyperplane that means if these points are moved slightly then the maximal margin hyperplane would move as well.
It is very peculiar and interesting phenomenon that, the maximal margin hyperplane depends directly on the support vectors, but not on the other observations. The support vector classifier classifies a test observation depending on which side of a hyperplane it lies. The hyperplane is chosen to correctly separate most of the training observations into the two classes, but may misclassify a few observations [11, 12]. It is the solution to the optimization problem.

\[
\text{maximize } M \\
\beta_0, \beta_1, \beta_2, \ldots, \beta_p, \epsilon_1, \ldots, \epsilon_n,
\]

Subject to \(\sum_{j=1}^{p} \epsilon_j = 0\),
\[y_i(\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_p X_p) \geq M(1 - \epsilon_i),
\]
\[\epsilon_i \geq 0, \sum_{i=1}^{n} \epsilon_i \leq C
\]

(3)

where C is a nonnegative tuning parameter. M is the width of the margin; we seek to make this quantity as large as possible. In Equation 3, \(\epsilon_1, \epsilon_2, \ldots, \epsilon_n\) are slack variables that allow individual observations to be on the wrong side of the margin or the hyperplane.

The fundamental approach of support vector classifier is for linear classification in the two-class setting but it can be extended to handle non-linear class boundaries. In that case, the support vector classifier addresses the problem of possibly non-linear boundaries between classes in a similar way, by enlarging the feature space using quadratic, cubic, and even higher-order polynomial functions of the predictors [13]. The Equation 3 would become

\[
\text{maximize } M \\
\beta_0, \beta_1, \beta_2, \ldots, \beta_p, \epsilon_1, \ldots, \epsilon_n,
\]

Subject to \(\sum_{j=1}^{p} \epsilon_j = 0\),
\[y_i(\beta_0 + \sum_{j=1}^{p} \beta_j x_{ij})^2 \geq M(1 - \epsilon_i),
\]
\[\sum_{i=1}^{n} \epsilon_i \leq C, \epsilon_i \geq 0, \sum_{j=1}^{p} \sum_{k=1}^{p} \beta_j \beta_k = 1
\]

(4)

The kernel approach is an efficient computational approach to accommodate a non-linear boundary between the classes. Hence, the solution to the support vector classifier problem (Equation 4) involves only the inner products of the observations. Thus the inner product of two observations \(x_i, x_{i'}\) is given by

\[
K(x, x_{i'}) = \sum_{j=1}^{p} x_{ij}^2 x_{i'j},
\]

(5)

where K is kernel is a function that quantifies the similarity of two observations.

SVMs construct an optimal separation hyper plane in the higher dimensional space by choosing a nonlinear mapping. The mapping into higher dimensional space is performed by the kernel function \(K(x, x_i)\). The kernel function allows us to map features from the original feature space into higher-dimensional feature space. The data can become linearly separable in feature space although original input is not linearly separable in the input space. In this research paper, we have used Radial Basis Function (RBF) as kernel function [14].

\[
K(x, x_{i'}) = \exp(-||x - x_{i'}||^2 / 2\sigma^2).
\]

(6)

B. Bakis model of HMM as Oriya Speech Recognizer

HMM-based speech recognition acts as pattern recognition approach where a speech signal of spoken utterance is mapped to strings of meaningful words. Mapping a speech signal into meaningful words can be performed using multi-level pattern recognition, since the acoustic speech signals can be structured into a hierarchy of speech units such as sub-words (phonemes), words, and strings of words (sentences) [15].

The input speech signal collected through a microphone from user is converted into a sequence of fixed-size acoustic vectors \(Y = y_1, \ldots, y_t\) in a process called feature extraction. The decoder then attempts to find the sequence of words \(W = w_1, \ldots, w_k\) that is most likely to have generated \(Y\), i.e., the decoder tries to find

\[
\hat{W} = \arg\max_{w} p(W|Y).
\]

(7)

As \(p(W|Y)\) is difficult to model directly, Bayes’ rule is used to transform Equation into the equivalent problem of finding:

\[
\hat{W} = \arg\max_{w} p(Y|W)p(W)
\]

(8)

C. Feature Extraction for Oriya Speech Recognizer

Feature extraction is consisting of signal processing algorithms that are used to extract salient feature vectors, maintaining the information necessary for recognition of speech and discarding the remainder which are unnecessary for current usability. This work is based on Mel-Frequency Cepstral Coefficients and added with local temporal dynamics of the speech signal to the feature representation for further improvement of speech recognition accuracy.

Feature vectors are normally calculated in every 10 ms using an overlapping analysis window of size nearly 25 ms. MFCCs are generated by applying a truncated discrete cosine transformation (DCT) to a log spectral estimate computed by smoothing an FFT with around 20 frequency bins distributed non-linearly across the speech spectrum. The non-linear frequency scale used is called a mel scale and it approximates the response of the human ear. The DCT is applied in order to smooth the spectral estimate and approximately decorrelate the feature elements. After the cosine transform the first element represents the average of the log-energy of the frequency bins [18].

In addition to the spectral coefficients, first order (delta) and second-order (delta–delta) regression coefficients are appended. If the original (static) feature vector is \(y_i\), then the delta parameter, \(\Delta y_i\), is given by

\[
\Delta y_i = \frac{1}{2} \sum_{t=1}^{n} \frac{y_i^t - y_i^t}{\sigma^2}.
\]

(9)
where \( n \) is the window width and \( w_i \) are the regression coefficients. The delta-delta parameters, \( \Delta^2 y_i \), are derived in the same fashion, but using differences of the delta parameters [19]. When concatenated together these form the feature vector \( y_i \),

\[
y_i = [y_i^T \Delta y_i^T \Delta^2 y_i^T]^T.
\]

(10)

In this paper, mel frequency cepstral coefficients and its first as well second derivatives are used. The result is a feature vector whose dimensionality is typically around 40.

The likelihood \( p(Y|W) \) is determined by an acoustic model and the prior \( p(W) \) is determined by a language model [16]. The acoustic model is not normalized and the language model is often scaled by an empirically determined constant and a word-insertion penalty is added i.e. in the log domain the total likelihood is calculated as \( \log p(Y|W) + \alpha p(W) + \beta |W| \) where \( \alpha \) is typically in the range 8–20 and \( \beta \) is typically in the range 0 to -20. The basic unit of sound represented by the acoustic model is the phone [17].

D. Acoustic model

The spoken words in \( W \) are represented in a sequence of basic sounds called base phones [20]. Words in a language may be pronounced in multiple pronunciation variation, the likelihood \( p(Y|W) \) can be computed over multiple pronunciation as

\[
p(Y|W) = \sum_Q p(Y|Q)p(Q|W),
\]

(11)

where the summation is over all valid pronunciation sequences for \( W \), \( Q \) is a particular sequence of pronunciations,

\[
p(Q|W) = \prod_{t=1}^{T} p(q_{w_t}|w_t),
\]

(12)

and where each \( q_{w_t} \) is a valid pronunciation for word \( w_t \). The summation in the Equation 12 is tractable as there will be very small number of alternative pronunciation for each \( w_t \) of any language [21,22].

The individual phone \( q \) is represented by a continuous density HMM of the form illustrated in Fig. 2 with transition probability parameters \( \{a_{ij}\} \) for transition from state \( s_i \) to state \( s_j \) and output observation distributions \( \{b_j\} \). The acoustic model parameters \( \lambda = \{a_{ij}, b_j\} \) can be efficiently estimated from a corpus of training utterances using the forward–backward algorithm.

Speech recognizer accuracy is greatly improved by taking the advantage of possible a priori information on the sequences to be recognized. The language model in speech recognizer takes the human centric approach as similar to a person recognizes the meaning of mispronounced word from the recognized words and of the meaning of the whole sentence. In this research paper, we have used stochastic models. The stochastic models are based on the joint probability of a word and its preceding words. The trigram probabilities are estimated by applying the maximum probability of a word and its preceding words. The trigram probabilities are estimated by applying the maximum likelihood criterion, which corresponds to the frequency of occurrence of each 3-word sequence in the training speech transcriptions [21].

The trigram LM provides a probability of a complete word string \( W \), given a two-word history:

\[
P(W) = P(w_1)p(w_2|w_1)p(w_3|w_2,w_1) \ldots \ldots P(w_n|w_{n-1},w_{n-2}) = \prod_{i=1}^{n} P(w_i|w_{i-1},w_{i-2}).
\]

(13)

Probability is estimated using the relative frequency approach:

\[
P(w_i = w^m|w_{i-1} = w^{m'},w_{i-2} = w^{m''}) = \frac{N(w_i = w^m|w_{i-1} = w^{m'},w_{i-2} = w^{m''})}{N(w_{i-1} = w^{m'},w_{i-2} = w^{m'\prime})}.
\]

(14)

F. Search method for Decoding

The search mechanism for statistical based speech recognition problems is to select the most probable string of words \( \hat{W} \) among all possible word strings \( W \) for a given observation feature vector \( Xs \). In this work, Sphinx4 decoder is used. It consists of three modules namely search manger, linguist and acoustic scorer. The fundamental motive of the search manger is to design and search a tree of possibilities for the best hypothesis generation. The design of the search tree is based on information obtained from the linguist. In the search process, each input feature frame is scored against the acoustic models. Depth-first search (DFS) or breadth-first search (BFS) is used to search the developed tree. Viterbi algorithm as well as Bush-derby algorithm is used in DFS or BFS data structure. During search process, phonemes or words (called competing units) are represented by directed graph. Each competing unit is assigned by the probability of best path and the unit that carries the maximum path score value will be selected by the search mechanism [23].

VI. PRACTICAL EXPERIMENTAL RESULTS

The experimental results in the current research work are carried out in three angles by looking at the fundamental units of developed system. First the system is exposed to measure the speaker identification accuracy using the GFCCs values from the speech signal by the pattern recognition technique called SVM and in second stage, the performance of Oriya speech recognition is
measured using the HMM based on MFCC values from the speech signal. In the final stage, the speaker identification performance is evaluated by considering Oriya speech recognition service in speaker identification task.

A. Evaluation of Speaker Identification using SVM

Speech database for identification task described in section 2 is divided into two parts i.e. train and test database. The train database consists of 75% of speech utterance of individual speaker and remaining 25% was used as test database. Both databases were exposed to feature extraction process. In this research article, GFCCs are extracted from the speaker identification speech database meant for training as well as testing purposes. Fig. 3 shows the sample train data represented in GFCC.


Fig. 3. Sample of GFCC Train Data

The values in the Fig. 3 indicate about the speaker identity and remaining describes about the GFCC values which are sequentially numbered. The speaker identity is assigned by numeral values starting from the integer 1 which is set for first speaker and integer value 2 is meant for second speaker in training stage. Fig. 3 illustrates about sample of two speakers where the voice data are represent as vector of real numbers. The transformation of voice data into real numbers is carried out using GFCC.

1) Pre-processing data

Scaling operation is applied as pre-processing operation before applying SVM classifier. This is very crucial because it avoids attributes in greater numeric ranges dominating attributes of smaller ranges of numeric values. Scaling operation also transfers the data into such a representation that will be easier for processing by kernel functions. Each attribute of training and testing data is scaled to the range [-1, +1] for usability by SVM classifier. The optimization methods for training over preprocessing training data will take less time. Fig. 4 represents sample of pre-processed data i.e. scaled version of original train data.

2) Train model using SVM

Radial basis function (RBF) is used as kernel function in this paper for transferring the training data into a higher dimensional space and also finds an optimal separation hyperplane in the higher dimensional space with a maximal margin. We have considered RBF kernel for model generation because this kernel function provides better flexibilities in the terms of less hyperparameters as well as less numerical difficulties in comparison to other kernel functions. Fig. 5 shows the sample train model generated by RBF kernel.

solver_type L2R_L2LOSS_SVC_DUAL

represents class label i.e. speaker identity and remaining values. The result is calculated by considering ten speaker values. The result is calculated by considering ten speaker values.

Table 1 shows the speaker identification result of SVM

<table>
<thead>
<tr>
<th>Sample</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.629582</td>
</tr>
<tr>
<td>2</td>
<td>0.4838223</td>
</tr>
<tr>
<td>3</td>
<td>0.497322</td>
</tr>
<tr>
<td>4</td>
<td>0.9797322</td>
</tr>
<tr>
<td>5</td>
<td>0.053842</td>
</tr>
</tbody>
</table>

After the extraction of GFCCs values from unknown speaker’s speech utterance, it is scaled to the same range as that of scaled version of training data. We have used same scaling factors for training and testing sets to obtain much accuracy in speaker identification task. Fig. 7 represents the sample of scaled version feature vectors of test speaker sets.

### 4) Scaled test data

1 1:1 2:0.629582 3:0.4838223 4:0.497322 5:0.053842

Fig. 7. Sample of Scaled Test Data

### Table 1. Result of Speaker Identification task using SVM

<table>
<thead>
<tr>
<th>Speaker Id</th>
<th>Total Sample</th>
<th>No. of Correct Acceptance</th>
<th>No. of False Acceptance</th>
<th>Accuracy Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>8</td>
<td>2</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>9</td>
<td>1</td>
<td>90</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>8</td>
<td>2</td>
<td>80</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>60</td>
</tr>
</tbody>
</table>

Table1 shows the speaker identification result of SVM classifier using RBF kernel function based on GFCCs values. The result is calculated by considering ten speaker

Copyright © 2015 MECS

randomly from the test speech database and we have also considered ten utterance related to voice password for each speaker.

The average performance evaluation of Speaker Identification of SVM is found as 70%. The correct acceptance and false acceptance are measured by comparing the class label values of test data set and SVM classifiers predicted values.

B. Performance of Oriya Speech Recognizer

In this research we evaluated Oriya speech recognizer using left -to- right model of HMM which allows the states to move to themselves or to successive states but prevents to transit previous states. HMM transcribes the Oriya spoken utterances as the output of finite state machines. We have used phoneme based Oriya word and sentence recognition. In this current work, three emitting states of HMM with seven Gaussian mixtures are utilized. HMM based speech recognizer was trained using speech database that contained the Oriya isolated words as well as sentences related to college library system. The HMM based Oriya speech recognizer tool was evaluated using ten seen users and ten unseen users. The decoder used in Oriya speech recognition system is based on Sphinx4. Word and sentence accuracy are shown in Table 2 by considering ten seen users and unseen users. The word accuracy and sentence accuracy rate are calculated as Equation 15 and Equation 16.

\[
\text{word Accuracy} = \frac{N - D - S - I}{N} \times 100, \tag{15}
\]

where N, D, S and I represent total number of words in test data, number of substitution errors and deletion errors and insertion errors respectively.

\[
\text{Sentence Accuracy} = \frac{\text{Number of sentence recognized correctly}}{\text{Number of sentence in test suit}} \times 100 \tag{16}
\]

Table 2. Accuracy Rate of Oriya Speech Recognizer.

<table>
<thead>
<tr>
<th>Category of User</th>
<th>Word Accuracy (%)</th>
<th>Sentence Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seen Users</td>
<td>94.72</td>
<td>73.54</td>
</tr>
<tr>
<td>Unseen Users</td>
<td>78.23</td>
<td>57.83</td>
</tr>
</tbody>
</table>

C. Oriya Speech Recognition Followed by Identification

The speaker identification accuracy rate is enhanced by using the speech recognition methodology in identification task. The spoken audio file of the user is first transcribed by the ASR which converts the spoken input into word. The transcribed text is then used to find the closest matches from the database which contained the textual data of audio files used during speaker identification training phase. Finally, the reference models corresponding to the closest matches are used by SVM classifier to find the identity of the speaker. The speaker identification performance is measured by incorporating speech recognition technique and without speech recognition technique. The result is shown in the Table 3.

| Table 3. Performance of Speaker Identification with/without Speech Recognizer |
|-----------------------------|-----------------------------|
| category | True Acceptance (%) | False Acceptance (%) |
| SID using only SVM | 70 | 30 |
| speech recognition + identification (SVM) | 75 | 25 |

VII. CONCLUSION AND FUTURE WORK

This research paper is based on spoken language engineering methodology to develop an efficient speech recognizer in Oriya language as well as identify the speakers more accurately. Humans are very intelligent in understanding the spoken language and identifying the voice of speakers. So, we have incorporated natural abilities of human beings in Oriya spoken language research that achieved mindboggling successful result. GFCCs were chosen as feature vectors for speaker identification task as it was found that GFCC performs comparatively better than other features in noisy condition. But mel-frequency cepstral coefficients and its variants namely delta as well as delta-delta accelerations were used during Oriya speech recognition which accorded with the suggested and commonly used features in speech recognition. SVM with RBF kernel was used for speaker identification algorithm but Bakis model of HMM with three transitional states was used for Oriya speech recognition. The accuracy of the speaker identification result was found as 70% using SVM. The accuracy rate of Oriya speech recognizer was represented in word accuracy and sentence accuracy rate for seen and unseen users. The word accuracy for seen and unseen users was found as 94.72% and 78.23% respectively where as the sentence accuracy was found as 73.54% for seen users and 57.83% for unseen users. The performance of speaker identification was improved by adopting Oriya speech recognizer that acted as speaker pruning which ultimately increased the accuracy rate from 70% to 75%. Linguistic information and lexical characteristics of speakers will be included in future work for enhancement of accuracy rate of speaker identification task. Due to the lack of mimicry voice availability, the current research work does not focus its performance against the disguise voices. So, the work will be extended in future to handle the mimicry problem during speaker identification. Prosody is not used in development process of current Oriya ASR. The use of prosody will improve the performance of automatic speech recognizer because prosody is related to syntax, semantics, discourse and pragmatics. So, it will be included in near future. Moreover, in future, dynamically varying pronunciation models will be used in the architecture of Oriya ASR in
order to deal with non-native speakers of Oriya language.
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