Automatically Gradient Threshold Estimation of Anisotropic Diffusion for Meyer’s Watershed Algorithm Based Optimal Segmentation
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Abstract—Medical image segmentation is a fundamental task in the medical imaging field. Optimal segmentation is required for the accurate judgment or appropriate clinical diagnosis. In this paper, we proposed automatically gradient threshold estimator of anisotropic diffusion for Meyer’s Watershed algorithm based optimal segmentation. The Meyer’s Watershed algorithm is the most significant for a large number of regions separations but the over segmentation is the major drawback of the Meyer’s Watershed algorithm. We are able to remove over segmentation after using anisotropic diffusion as a preprocessing step of segmentation in the Meyer’s Watershed algorithm. We used a fixed window size for dynamically gradient threshold estimation. The gradient threshold is the most important parameter of the anisotropic diffusion for image smoothing. The proposed method is able to segment medical image accurately because of obtaining the enhancement image. The introducing method demonstrates better performance without loss of any clinical information while preserving edges. Our investigated method is more efficient and effective in order to segment the region of interests in the medical images indeed.

Index Terms—Anisotropic diffusion, Computed tomography, Gradient threshold, Medical image, Morphological operation, Segmentation, Watershed algorithm.

I. INTRODUCTION

2D Computed tomography (CT) can provide detailed anatomic information about the heart chambers, large vessels, and coronary arteries, brain tumor, collection of blood in a place compared with other imaging modalities such as ultrasonic (US) imaging, magnetic resonance imaging (MRI) etcetera [1]. Therefore, 2D CT is an important imaging modality for diagnosing cardiovascular, brain and so on diseases which require volume, shape, position and other parameters. The complete segmentation is the prerequisite for clinical investigations and providing critical information for quantitative functional analysis [2], [3].

In this paper, we proposed an automatic 2D segmentation system using a surface-based model. There are two major tasks to develop such a segmentation system of any organ modeling (shape representation) and edge detection as well as segmentation. A large number of mathematical morphology based image segmentation approaches [8-22] are found in the available literature. Due to the complexity of anatomy, it is not trivial to represent the anatomy accurately while keeping the model simple enough for segmentation and manual correction if necessary.

Diffusion based spatial filtering methods have been proposed in [23-32]. An edge sensitive diffusion method is introduced in [28] for edge detection and segmentation. However, anisotropic diffusion is a nonlinear diffusion approach to spatial adaptive filtering, which demonstrates effective results of image segmentation in homogeneous regions while preserves edges effectively and significantly. A tensor-based anisotropic diffusion method is delineated in [29].

Nowadays, image segmentation is the most important task in the signal processing field because of having bereft of the desired consequences with respect to the natural world crisis and problems. However, many techniques are proposed for optimal image segmentation, which techniques and methodologies are depicted in [33-40] with lots of experimental results according to the specific fields. Here, we investigated a new approach in anisotropic diffusion for obtaining optimal segmentation in medical images.

A flexible model is necessary to capture the any shape at any appropriate level of details. Hence, our proposed method makes it possible to get the shape in a 2D CT image. The Meyer’s Watershed algorithm [4] is the segmentation algorithm, which can segment CT image. But it does not able to find the correct and accurate shapes because of over segmentation.

We proposed a preprocessing technique oriented method, which provides us a smooth image. The gradient magnitude [41-44] is often used to preprocess a gray level image prior to put the image under watershed operation. We apply original Meyer’s Watershed algorithm on that preprocessed smooth image to obtain desired shapes and edges.
In the paper, we explain original Meyer’s Watershed algorithm in section II. In section III we proposed our preprocessing technique and segmentation process. In section IV we depict experimental results by visual comparison. In section V we concluded this paper.

II. MEYER’S WATERSHED ALGORITHM FOR SEGMENTATION

Meyer’s Watershed algorithm was introduced by F. Meyer [4] in the early 90’s, which is one of the most effective segmentation algorithms. The algorithm works on a gray scale image. During the successive flooding of the grey value raised area, watersheds with adjacently catchment basins are constructed. This flooding process is performed on the gradient image, i.e. the basins should connect adjacent edges. Generally, this algorithm will lead to an over-segmentation of the image, especially for artifacts or noises image material, e.g. medical CT data, Ultrasound image. Either the image must be preprocessed or the regions must be merged on the basis of a similarity criterion afterwards.

1) A set of markers, pixels where the flooding shall start are chosen. Each is given a different label.
2) The neighboring pixels of each marked area are inserted into a priority queue with a priority level corresponding to the gray level of the pixel.
3) The pixel with the highest priority level is extracted from the priority queue. If the neighbors of the extracted pixel that have already been labeled all have the same label, then the pixel is labeled with their label. All non-marked neighbors that are not yet in the priority queue are put into the priority queue.
4) Redo step 3 until the priority queue is empty. The non-labeled pixels are the watershed lines.

III. PROPOSED METHOD

The Watershed algorithm is more efficient for optimal segmentation. This algorithm is used widely in medical imaging. Watershed algorithm performance depends on the ratio of homogeneous and edge regions. If we can properly select the edges in an image then watershed based segmentation will be optimized. Over segmentation is the major limitation of the watershed algorithm. For avoiding this limitation we need to preprocess the image for effective homogeneous region expansion. Here we used various preprocessing techniques with Meyer’s Watershed algorithm for optimal segmentation. The proposed method is depicted step by step with mathematical explanations and parameters below:

A. Preprocessing

The preprocessing is the fundamental task for the desired segmentation in the case of watershed algorithms. It is mainly operated by convolution and anisotropic diffusion as well as especially morphological operation is used due to the reduction of over segmentation.

a) Convolution

The convolution is investigated for smoothing of an image. Hence, we use Gaussian smoothing, which is defined as follows:

Let the grey-scale image \( f \) be represented by a real-valued mapping \( f \in L^2(\mathbb{R}^2) \). A widely-used way to smooth \( f \) by calculating the convolution

\[
(K_\sigma * f)(x) := \int_{\mathbb{R}^2} K_\sigma(x-y)f(y)dy
\]

where \( K_\sigma \) denotes the two-dimensional Gaussian of width (standard deviation) \( \sigma > 0 \):

\[
K_\sigma(x) := \frac{1}{2\pi\sigma^2} \exp\left(-\frac{|x|^2}{2\sigma^2}\right)
\]

Here, we used \( 5 \times 5 \) Gaussian kernel for the image smoothing. We know the standard deviation is the degree of the smoothness. Thus, a large standard deviation is ensured by the large kernel size, which is the most important parameter in order to smooth the image.

b) Anisotropic Diffusion

Perona and Malik[5], [6] proposed the following nonlinear PDE For smoothing image on a continuous domain:

\[
\begin{align*}
\frac{\partial I}{\partial t} &= \text{div}[g(|\nabla I|)\nabla I] \\
I(t=0) &= I_0
\end{align*}
\]

where \( \nabla \) is the gradient operator, \( \text{div} \) is the divergence operator, \(|.|\) denotes the magnitude, \( g(|.|) \) is the diffusion coefficient, and \( I_0 \) is the initial image. They suggested two diffusion coefficients

\[
g(x) = \frac{1}{1 + (x/k)^2}
\]

and

\[
g(x) = \exp[-(x/k)^2]
\]

where \( k \) is the edge magnitude parameter.

Here we used (4) for anisotropic coefficient measurement. The edge magnitude parameter or gradient threshold parameter \( k \) is dynamically calculated by the fixed window size. We consider \( 5 \times 5 \) window (Fig. 1) for appropriately estimating the value of \( k \), which is essential parameter for meaningful blurring effect in an image. The value of \( k \) is computed by the window size, the mean
value and the standard deviation of this window covered pixel values.

\[
  k = 2 \log(n \times n) \frac{\sqrt{\mu}}{\sigma}
\]

(6)

where

\[
  \mu = \frac{1}{n \times n} \sum_{x=-n/2}^{n/2} \sum_{y=-n/2}^{n/2} I(i + x, j + y)
\]

(7)

and

\[
  \sigma = \sqrt{\frac{1}{n \times n} \sum_{x=-n/2}^{n/2} \sum_{y=-n/2}^{n/2} [I(i + x, j + y) - \mu]^2}
\]

(8)

here, \( \mu \) is the mean value, which is calculated for extracting the central tendency, \( \sigma \) is the standard deviation, which is computed for measuring the signal magnitude fluctuation and \( n \) is a positive integer number. We used \( n=5 \) for generating the optimal desirable result.

c) Morphological Operation

We applied reconstruction-based opening and closing for avoiding over segmentation, which are more effective than standard opening and closing \([7]\) at removing small blemishes without affecting the overall shapes of an image. Hence, we followed Fig. 2 for executing morphological operation in an image for obtaining the optimistic consequences. Overall, the morphological implementation sequence is followed by Fig. 2:

---

**B. Segmentation**

We proposed preprocessing technique oriented method, which makes an image smooth as well as allows an image to avoid over segmentation. Because of the over segmentation, it is not absolutely possible to obtain the optimal segmentation of an image. Finally, we use original Meyer’s Watershed algorithm \([4]\) after receiving the preprocessed gradient image for the optimal segmentation.

---

**IV. EXPERIMENTAL RESULTS**

For experimental validation, we visually compare between the Original Meyer’s Watershed segmentation algorithm and the proposed optimal segmentation using Meyer’s Watershed algorithm. We try to segments 2D CT image of the heart and brain image as well as to visualize the heart chambers. We performed all experiments in MATLAB 7.12.0.637 (R2011a) which in 32-bit (win32), processed in CORE-i5, RAM 4GB and in operating system Windows-7. Figs. 3 and 4 demonstrate the efficacy effectively of the proposed method.
Visual comparisons are given below:

![Fig. 3. 2D CT heart image. (a) Original image (b) Segmented image for General Meyer’s Watershed algorithm and (c) Segmented image for proposed algorithm.](image)

In Fig. 3(a), we used a 2D CT heart image which is in gray scale, 16 bits and 512 x 512 is the image size. We labeled different parts of the original image. L6, L7, L11, and L12 are the left atrium, left ventricle, right atrium and right ventricle respectively. Here, we tried to segment the chambers of the heart clearly and appropriately. From Fig. 3(b) we observe that the Meyer’s Watershed algorithm develops over segmentation and unable to detect homogeneous structure and edge boundaries properly in an image but the Meyer’s Watershed is more efficient to discriminate the optimal region with respect to the existing a state of the art segmentation algorithms. Fig. 3(c) is our proposed filtered image, which demonstrates imperative optimal segmentation as well as exhibits all of the portions clearly in the brain image. This proposed consequence is the most significant and efficient than the conventional Meyer’s Watershed algorithm consequence for the clinical analysis and diagnosis.

![Fig. 4. 2D CT brain image. (a) Original image (b) Segmented image for General Meyer’s Watershed algorithm and (c) Segmented image for proposed algorithm.](image)

In Fig. 4(a) we used a 2D CT brain image which is in gray scale, 8 bits and 354 x 396 is the image size. From Fig. 4(b) we observe that Meyer’s Watershed algorithm generates over segmentation and unable to detect homogeneous region and edge boundaries appropriately in an entire image as like as the heart image, but the Meyer’s Watershed is more efficient to discriminate the optimal region with respect to the existing a state of the art segmentation algorithms. Fig. 4(c) is our proposed filtered image, which demonstrates imperative optimal segmentation as well as exhibits all of the portions clearly in the brain image. This proposed consequence is the most significant and efficient than the conventional Meyer’s Watershed algorithm consequence for the clinical analysis and diagnosis.

V. CONCLUSIONS

The proposed approach is the most significant and effective for the optimal segmentation in the 2D CT medical images. The investigated method is fully designed by preprocessing approach. The preprocessing procedure mainly influenced by anisotropic diffusion, where the gradient threshold is estimated dynamically based on the local pixel grouping as well as the gradient threshold parameter depends on those pixels properties. However, we consider 5 x 5 window size for locally central pixel’s diffusion for alleviating noises from the observe images. Finally, we apply the Meyer’s Watershed algorithm on the smooth image in order to obtain the desired optimal segmented image.

REFERENCES


Automatically Gradient Threshold Estimation of Anisotropic Diffusion for Meyer’s Watershed Algorithm
Based Optimal Segmentation

Fuzzy Inference System and Artificial Neural Network”, IJIGSP, vol. 5, no. 6, pp. 16-24, 2013.DOI: 10.5815/ijigsp.2013.06.03.


Authors’ Profiles

Mithun Kumar PK was born in Rajshahi, Bangladesh in 1989. He received the B.Sc Engineering degree in Computer Science & Engineering from Mawlana Bhashani Science and Technology University, Santosh, Tangail, Dhaka, Bangladesh, in 2012. He is currently working as a RESEARCHER with international research teams. He has approximately five years experience in digital image processing and medical image processing. His research interests include image analysis, image processing & medical image processing, pattern recognition, 3D visualization, Segmentation, Filter Optimization etc.

Mr. PK’s has many international journal and conference publications all over the world. Now, he is a regular reviewer at IET Image Processing journal, Journal of Media and Communication studies, and International Arab Journal of Information Technology.

Md. Gauhar Arfin was born in Nilphamari, Bangladesh in 1990. He received the B.Sc Engineering degree in Computer Science & Engineering from Mawlana Bhashani Science and Technology University, Santosh, Tangail, Dhaka, Bangladesh, in 2012.

Now, he is working as a SOFTWARE ENGINEER at a software company in Dhaka, Bangladesh. He has about one and half years experience in Software Company and five years experience in image processing. His research interests include image analysis, image processing & medical image processing, 3D visualization.

Mr. Arefin’s has many international journal and conference publications all over the world.

Mohammad Motiur Rahman was born in Gafargaon, Dhaka, Bangladesh, in 1st September, 1973 and received the B.Sc Engg. & M.S degree in Computer Science & Engineering from Jahangirnagar University, Dhaka, Bangladesh, in 1995 & 2001, where he is currently pursuing the Ph.D. degree.

He is currently working as an ASSOCIATE PROFESSOR at Computer Science & Engineering department in Mawlana Bhashani Science and Technology University, Santosh, Tangail, Dhaka, Bangladesh. He joined in this department as a lecturer in 2003 and after three years, he worked in this same department as an assistant professor from 2006 to 2013. He has about ten years experience in both teaching and research. His research interests include digital image processing, medical image processing, computer vision, data mining, and electronics.

Prof. Rahman has many international journal and conference publications all over the world.

A. S. M. Delwar Hossain was born in Manikganj, Dhaka, Bangladesh and received the B.Sc Engg. & M.S degree in Computer Science & Engineering from Islamic University of Technology (IUT), Gazipur, Dhaka, Bangladesh.

He is currently working as an ASSISTANT PROFESSOR at Computer Science & Engineering department in Mawlana Bhashani Science and Technology University, Santosh, Tangail, Dhaka, Bangladesh. He joined in this department as a lecturer and after three years, he is working in this same department as an assistant professor. He has about seven years experience in both teaching and research. His research interests include data mining, cloud computing, embedded operating system, digital image processing and computer vision.

Prof. Hossain’s has many international journal and conference publications all over the world.