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Abstract— Diagnosis of autism is one of the difficult

problems facing researchers. To reveal the
discriminative pattern between autistic and normal
children via electroencephalogram (EEG) analysis is a
big challenge. The feature extraction is averaged Fast
Fourier Transform (FFT) with the Regulated Fisher
Linear Discriminant (RFLD) classifier.

Gaussinaty condition for the optimality of Regulated
Fisher Linear Discriminant (RFLD) has been achieved
by a well-conditioned appropriate preprocessing of the
data, as well as optimal shrinkage technique for the
Lambda parameter. Winsorised Filtered Data gave the

best result.

Index Terms— Electroencephalogram, Automated

diagnosis, Autism, Regularized Fisher’s linear

discriminant analysis, Fast Fourier Transform.

INTRODUCTION

Autism is a disorder rather than an organic disease
and diagnosis of autism is one of the difficult problems
facing researchers and those interested in the field of

signal processing and medicine. Therefore, there is a lot
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of research going on around the world today trying to
use neuroscience such as EEG study to identify
individuals with autism. Hence, a need for automatic
detection of EEG signals has been sought by many
researchers to diagnose autistic people. Furthermore,
they report different findings regarding to discriminat
patterns between normal and autism disorders [1, 2].

Many causes of autism have been proposed, but
understanding of the theory of causation of autism and
the other autism spectrum disorders is incomplete [3]. In
this case, the phenomenological models are most
appropriate to be applied than the mechanistic models.
Mechanistic models typically involve physically
interpretable parameters, allow deeper insights into
system performance and better predictions, but they
require a priori information on the system and often
need more time and resources [4].

In recent years, there has been an increasing
interest in applying machine learning methods to the
automated detection of autism EEG signals [5, 6]. EEG
signals analysis based on machine learning methods has
three main steps: preprocessing, feature extraction, and
classification.

The major goal of this paper is to utilize the
Discriminat (RFLD)

Regularized Fisher’s Linear
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analysis in detecting the autistic children based on EEG
signal analysis. Thus, optimum preprocessing -which
gives the highest classification accuracy- is studied. The
artifacts of the recorded EEG signals were removed by
visual inspection. Then, different preprocessing
techniques were applied such as Re-referencing,
Filtering, Winsorizing, Scaling, Single epoch extraction
and Feature vector construction. After preprocessing,
FFT was used as features. Dimensionality reduction
using decimation factor 2 was applied. Finally, the
extracted features were classified using RFLD.

This research is considered as part of the main BCI
project in the King AbdulAziz University that is funded
by (King AbdulAziz City for Science and Technology)
KACST, 8-NAN106-3.

The layout of the paper is as follows. Section 2
focuses on the literature review, the experiments that
were performed and the methods used for data
preprocessing, feature extraction are described in section
3. Classification is given in section 4. Results are

discussed in section 5.

Il. LITERATURE REVIEW

One of the earliest Literatures that used the EEG
and was tested with disabled subjects was described by
Oberman, L.M., et al., .In their work, their results
support the hypothesis of a dysfunctional mirror neuron
system in high-functioning individuals with ASD [7].
Parallel to the work of Oberman, L.M., et al,
neurofeedback (NFB) training were developed that used
changes in mu brain-activity correlated to analysis the
data by signal statistic. The results showed decreases in
amplitude but increases in phase coherence in mu
rhythms [8].

An analysis of EEG background activity in Autism
was applied in work [9]. They used Fourier methods to
extract EEG features and used k nearest neighbors
(KNN) to classify the two groups. In addition their

findings have 82.4% discriminate between normal and

Copyright © 2012 MECS

autistic subjects. They also applied their work at beta
band and had the same accuracy classification 82.4% [9].

The significance of classification accuracy was
measured by using different machine learning
algorithms: the k-nearest neighbors (k-NN), SVM and
naive Bayesian classification (Bayes) algorithms with
mMSE as a feature vector which described by William,
B., T. Adrienne, and N. Charles [10]. They used Net
Station software for acquisition data and Orange
software for machine learning classification. Their
accuracy classification is over 80% accuracy into
control and high risk for autism HRA groups at age 9
months. Classification accuracy for boys was close to
100% at age 9 months and remains high (70% to 90%)
at ages 12 and 18 months. For girls, classification
accuracy was highest at age 6 months, but declines
thereafter.

EEGLAB were used to extract evoked EEG
features: raw EEG, CSD interpolated data, and back-
projected IC features and also signal statistic was used
to classify both groups. These data provide the first
empirical demonstration of increased neural noise in
those with ASD. Channel selection was based on an
optimized electrode approach. Whereby the channel that
showed the highest P1 amplitude [11]. However simple

and robust RFLD was not used before in autism

diagnosis [12]

I11. MATERIALS AND METHODS

The whole process of methodologies used for
automated diagnosis can be subdivided into a number of
separated processing modules: Data Acquisition, pre-

processing, feature extraction and classification.

A. Experiment and Data Acquisition

The model was conducted and tested with fifteen
children from Saudi Arabia, Jeddah. It was done in the
laboratory of King Abdulaziz University Hospital, where
the EEG signals were recorded.

The procedure of experiment was follow:
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Subjects: The disorders consisted of eight
children (5 boys and 3 girls, age 10-11 years).
The control group consisted of four children (all
of them are boys, age 10—11 years) without past

or present neurological disorder.

Recordings: The recordings were made with the
subjects in a relaxed state in order to obtain as
many artifact-free EEG data as possible. The
recording system consists of the following
EEGcap, 16 Ag/AgCl
g.tec GAMMADoX,
USBamp[13], and BCI2000 [14].

components:  g.tec

electrodes, g.tec
During the recording, the data were filtered
using bandpass filter with frequency band (0.1-
60) Hz and digitized at 256Hz. The notch filter
was also used at 60Hz.

Electrode selection: The ASD disorders have
significantly values for discriminate between two
subjects at electrodes FP1, F3, TS5, F7, T3 and
O1[2,9]. The electrodes which may give high
accuracy were selected. The EEG were recorded
using the international 10 — 20 system (channels
FP1, FP2, F7, F3, Fz, F4, F8, T3, C4, Cz, C3, TS,
Pz, O1, Oz and O2) with AFz as GND and right
ear lobe as REF.

B. Data Preprocessing

1)

2)

3)

Artifact Detection and removal: The artifacts of
the recorded EEG signals were removed by

visual inspection using BCI2000Viewer tool.

EEG Re-referencing: The selection of a suitable

EEG reference can greatly influence the
classification accuracy and sensitivity to artifacts.
In this study we use common average referenced

(CAR)[15].

Filters: A further software sixth order forward—
backward Butterworth bandpass filter was used
to filter the data with cut-off frequencies at 1.0
Hz and 30.0 Hz.
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4)

5)

6)

Tablel.

used.

TABLE 1.

Winsorizing: Eye blinks, eye movement, muscle
activity, or subject movement can cause large
amplitude outliers in the EEG. To reduce the
effects of such outliers, the data from each

electrode were Winsorised.

Normalization: The samples from each

electrode were scaled to the interval [—1, 1].

Feature vector construction: The samples from
the selected electrodes were concatenated into
feature vectors. The dimensionality of the feature
vectors was N, XNxN,, where N, denotes the
number of channels, N, denotes the number of
temporal samples in one epoch and N, denotes
the number of epochs. Due to the epoch duration
of Is and the 256Hz, N, always equals 256.
Depending on the electrode configuration N,

equals 16.

Shown the  different combined

preprocessing techniques of the EEG signal which were

THE DIFFERENT COMBINED PREPROCESSING TECHNIQUES
OF THE EEG SIGNAL

Re-referencing
Filter
Winsorizing
Normalization

Raw Data No No No No

Ref Data Yes

Filtered Data No | Yes | No No

Filtered Ref Data Yes | Yes No No

Norm Filtered Ref Data Yes | Yes | No | Yes

Norm Filtered Data No Yes No Yes

Winsorised Filtered Data No Yes | Yes No

Norm Winsorised Data No No | Yes | Yes

Winsorised Filtered Ref Data Yes | Yes | Yes No

Norm Winsorised Filtered Ref

Data

feature extraction

FFT feature extraction technique was used.

Data set: Artifact free data of 1276 sec. were

selected from each normal and autistic children
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groups. A big concatenated matrix is constructed
with dimension NXN., where N, denotes the
number of epochs of both Normal and Autism
which equals 1276x2=2552, N denotes the
number of channels x the number of samples

which equals 16x256=4096.

e Ensemble Averaging: Ensemble average is used
to test the effect of removing white Gaussian

noise on the accuracy.

e Frequency Features: the spectral analysis is an
important method as the brain is known to
generate task-dependent activity in relatively
small frequency bands. It is a basic mathematical
tool based on the Fourier transform allowing the
study of the signal frequency spectrum. We
applied Fast Fourier Transform FFT method on

each epoch.

The Fourier Transform is defined by the following

equation:

X(H=Fix®}=[ x(t)e?*dt )
Where x(t) is the time domain signal, X(f) is the
FFT, and f is the frequency to analyze[16].

D. Feature selection

Due to the high dimension of raw EEG data, the
data were downsampled from 256Hz to 128Hz. The
downsampling were done for raw EEG data only. In

FFT frequencies from 1~50Hz were selected.

IV. REGULARIZED FISHER LINEAR

DISCRIMINAT ANALYSIS

For known Gaussian distributions with the same
covariance matrix for all classes, it can be shown that
Linear Discriminant Analysis (LDA) is the optimal
classifier in the sense that it minimizes the risk of
misclassification for new samples drawn from the same
distributions [17].

Over the last decade several more sophisticated

non-linear classification methods, like support vector
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machines and random forests, have been proposed, but it
is wise to try linear ones first (of course using shrinkage
estimation), Fisher’s method is still often used and
performs well in many applications. Also, it is a linear

combination of the measured variables, being easy to
interpret [12]. The FLDA will choose W, which

maximize:

;
S
J(W):VVT—BW @)
W Sw W

In FLDA, The standard estimator for a covariance
matrix is the empirical covariance. This estimator is
unbiased and has under usual conditions good properties.
But for extreme cases of high-dimensional data with only
a few data points given- as our case - the estimation may
become imprecise. This leads to a systematic error:
Large eigenvalues of the original covariance matrix are
estimated too large, and small eigenvalues are estimated
too small; see Figure. 1. This error in the estimation
degrades classification performance. Regularization is a
common remedy for the systematic bias of the estimated

covariance matrices [18].

r/

Figure 1. Eigenvalues of a given covariance matrix using FLD (blue
line) and RFLD (red line)

For the RFLD we use:

S(y):=0 — )T + pvl
Where lambda was calculated using B. Blankertz et al.
[18] method:
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V. RESULTS AND DISCUSSION

All the models have
MATLAB software with BCI2000 software tools and

been implemented using
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results were compared from the classification accuracy
point. RFLD was applied without the use of ensemble
average and using the ensemble average from 2 to30
ensembles using FFT feature extraction technique. The
estimate of PSD or FFT of one EEG epoch has a chi-
square distribution. In order to reduce the variance of
FFT or PSD , its necessary to average it over a number of
segments[19]. 10-fold cross-validation was used to
estimate average classification accuracy of RFLD. The
accuracy curves obtained using RFLDA plotted against
the ensemble average for all the 10 data types are
presented in Figure 2.

In figure 3. the best accuracy shown by Winsorised

filtered data when compared it with others.

Conrect rate

“umber of ensemble averaze

Figure 2. Correct rates vs. number of ensemble average obtained by
cross-validation with FLD using FFT features for all data types

Table 2. Shows the average of correct rate for FFT
features. The stared values are the higest. We can see
that Winsorised Filtered Data gives the best mean and
the lower standerd deviation. The second and the third
best were Winsorised Filtered Ref. Data and Filtered
Data.

Comeet rate

Windsor Fillered Data

Humber of ensemble average

Figure 3. Correct rates vs. number of ensemble average obtained by
cross-validation with FLD using FFT features for all data types
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TABLE 2. THE AVERAGE OF CORRECT RATE WITH RAW AND

FFT FEATURES
Average of
Method of preprocessing Correct rate %
(mean + S.D)
Raw Data 88.66+0.038
Ref. Data 87.25+0.033
Filtered Data 89.14+0.039*
Filtered Ref. Data 87.48+0.038
Norm Filtered Ref. Data 87.89+0.032
Winsorised Filtered Ref. Data 90.4+0.025*
Norm. Winsorised Filtered Ref Data 83.54+0.047
Norm. Filtered Data 88.87+0.032
Winsorised Filtered Data 92.06+0.027%*
Norm. Winsorised Data 88.68+0.030
Mean 88.14+0.0404

Overtly-from EEG signal analysis viewpoint - there
are discriminating patterns between normal and autistic
children.

Improving the classification accuracy which had
been given in [9], was due to the multivariate analysis of
all the channels (i.e. via the concatenated signals), rather
than studying the differences between of the
corresponding channels of the normal and autistic
children, as well as, the using of the Regularized Fisher
Linear Discriminat Analysis.

In order to give a concrete evidence of this
discrimination, the small number of both the normal and

autistic children (small dataset) should be increased.

VI. CONCLUSION

In this paper, Electroencephalogram (EEG) based
Autism diagnosis using Regularized Fisher Linear
Discriminat (RFLD) Analysis is presented. Different
preprocessing techniques, as well as, different ensemble
averages are studied. The average correct rate is (92%)).
FFT features are used. Winsorised Filtered Data gave
the best mean and the lower standard deviation for FFT

features.
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