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Abstract— This paper presents a design of low 

complexity multichannel Nearly Perfect Reconstruction 

(NPR) Cosine Modulated Filter Bank (CMFB).  CMFBs 

are used extensively because of ease realization and the 
inherent advantage of high stop-band attenuation. But, 

when the number of channel becomes large, it leads to 

certain limitations as it would require large number of 

filter coefficients to be optimized and hence longer CPU 

time; e.g. 32-band or 64-band CMFB. Large number of 

filter coefficients would also mean that computational 

complexity of the prototype filter is extremely increased 

that tends to slow down the convergence to best possible 

solution. Here, the prototype filter is designed using 

modified Interpolated Finite Impulse Response (IFIR) 

technique where masking filter is replaced by multiplier 

free cascaded structure and coefficients of model filter 

are converted to nearest Canonical Signed Digit (CSD). 

The interpolation factor is chosen in such a way that 

computational cost of the overall filter and different error 

parameters are reduced. The proposed approach thus 

leads to reduction in stop-band energy as well as high 

Side-Lobe-Fall-off-Rate (SLFOR). Three examples have 
been included to demonstrate the effectiveness of the 

proposed technique over the existing design methods and 

savings in computational complexity is also highlighted. 

 
Index Terms— IFIR, SLFOR, CSD, Optimization 
 

I. INTRODUCTION 

Perfect Reconstruction Filter Banks (PRFBs) are used 
extensively in several fields such as speech and image 

signal processing, data compression techniques, 

biomedical signal processing, Trans-multiplexer design 

and also in the field of communications. The theory and 

design of PRFBs have been widely studied in the 

previously reported literature [1-3]. Among them Cosine 

Modulated Filter Bank (CMFB) is an efficient technique, 

where the filters of analysis and synthesis sections are 

obtained by simply cosine modulation of a single 

prototype filter. Due to the cosine modulation, the 

implementation and design complexities of CMFB are 

very low compared with other general purpose PRFBs. 

Thus the design process of whole filter bank reduces to 
that of the prototype filter and modulation overhead. In 

CMFB as shown in Fig.1, the input signal is decomposed 

by M  analysis filters H(z) and the outputs are then 

decimated by a factor of M to obtain M sub-band signals. 

In the synthesis section, the sub-band signals are up-

sampled by same factor before passing through the 

synthesis filters F(z)  to reconstruct the original signal. 

The filter bank will work as perfect reconstruction if the 

poly-phase components of the prototype filter satisfy 

some pair-wise power complementary conditions. The 

optimization of the prototype filter coefficients in this 

case is highly nonlinear and due to nonlinear 

optimization conditions, designing general PRFBs is a 

complicated problem, especially for filter banks with 

rigid frequency specifications such as sharp cutoff, high 

stop-band attenuation in case of large number of channels. 

Therefore, filter banks that structurally satisfies the 
perfect reconstruction conditions have received 

considerable attention recently [3]. 

 

Figure 1.  M-channel Maximally Decimated CMFB 

CMFBs can be categorized into two major classes: 

orthogonal and bi-orthogonal CMFBs [4]. In case of 

orthogonal CMFBs, the prototype filter is a linear phase 

FIR filter and the reconstruction delay of the filter bank is 

equal to the prototype filter order. On the other hand, for 
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bi-orthogonal CMFBs, the prototype filter is a nonlinear 

phase FIR filter and the reconstruction delay can be 

chosen less than the prototype filter order as low delay 

CMFBs are highly desirable for any real-time 

applications [5]. 

FBs can be further divided into two group’s i.e.  

Perfect Reconstruction (PR) filter banks and Nearly 

Perfect Reconstruction (NPR) banks [6, 7]. In PR filter 
banks, the output signal is a delayed version of the input 

signal. On contrary, in NPR filter banks the output signal 

is not exactly same as the input signal i.e. there is a small 

amount of reconstruction error that is acceptable in most 

of the practical applications. This error can be minimized 

by proper choice of the prototype filter and many 

approaches have been reported to design CMFBs with 

perfect reconstruction and nearly PR. Recently, second-

order cone-programming based algorithms were reported 

for designing NPR and practically PR filter banks, which 

can make filter banks extremely close to the PR one [8]. 

In the least squares method [9], a fourth-order 

objective function is converted into a quadratic function 

of the filter coefficients and the objective function is 

replaced by a summation at a discrete set of frequencies. 

Hence, the solution obtained actually does not minimize 

the original objective function. In our proposed technique, 

the prototype filter is designed using well-known IFIR 

technique [10,11] which reduces the overall complexity 

of the prototype filter and performance of the filter bank 

is improved greatly with very less computations due to 

less number of filter coefficients to be optimized that also 

reduces the hardware complexity of the overall filter 

bank.  

The outline of this paper is as follows: The design 

procedure of the prototype filter for CMFB is described 

in Section II. In Section III the prototype filter design 

using IFIR approach is given. Section IV describes the 

design of image suppressor filter to suppress unwanted 

replicas and also provide high stop-band attenuation. 

Representation of filter coefficients using CSD is given 

in Section V. The proposed algorithm using IFIR 

approach is presented in Section VI. Three different 

examples have been taken in Section VII to compare 

computational complexity of the proposed scheme with 

existing design methods and hardware requirements with 

CSD representation is also tabulated. Finally conclusions 

are drawn in Section VIII. 

II. DESIGN OF PROTOTYPE FILTER 

The basic structure of M-channel maximally decimated 

CMFB is shown in Fig. 1. The reconstructed signal 

Y(z) can be stated in terms of the input X(z) as follows:  
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for 1-N≤n≤0 and 1-M≤k≤0 where )n(h  is the 

impulse response of the N-length prototype 

filter H(z) and 
d

k  is the reconstruction delay. 

Here (z)
0

T  is the overall distortion transfer function 

and (z)
l

T , 0≠l is the aliasing transfer function. To 

cancel aliasing and achieve perfect reconstruction, it is 
required that  

0(z)
l

T  for 1-M,1,2,l   

and 

d
k-

cz(z)
0

T  , 0≠c , dk is a positive integer.                  (3) 

As the analysis and synthesis filters have narrow 

transition bands and high stop-band attenuation, the 

overlap between nonadjacent filters is insignificant. 

Furthermore, it was revealed that significant aliasing 

terms from the overlap of the adjacent filters are 

cancelled by choosing 4/)1( k
k  . In practical 

applications, the requirements of perfect reconstruction 

can be relaxed by allowing small amount of error and the 

filter banks that approximate the perfect reconstruction 

property can be utilized. Such filter banks, referred to as 

nearly perfect reconstruction filter banks, are 

advantageous from the arithmetic complexity point of 

view. Primarily three types of errors occur at the 

reconstructed output i.e. amplitude, phase and aliasing 

distortion. The stop-band attenuation plays an important 

role in analysis of these parameters. High stop-band 

attenuation gives in smaller aliasing error but larger 

reconstruction error. The peak to peak reconstruction and 

the peak aliasing errors are define as follows [12]: 
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In an approximate reconstruction, aliasing is canceled 
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and the distortion of the overall system is a delay only 

approximately. Assuming that prototype )
jω

H(e filter 

has linear phase response then the conditions for 

approximate reconstruction can be stated in terms 

of )
jω

H(e  as follows: 
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The accurateness of the first estimation (6) gives 

aliasing and accuracy of the second (7) gives the 

reconstruction error. The phase error can be eliminated 

completely by using linear phase prototype filter. Other 

two distortion parameters can be minimized by applying 

suitable optimization technique. Therefore to eliminate 

amplitude distortion )
j

e(
0

T


must be constant for all 

frequencies i.e. 
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The above condition means that the magnitude squared 

response 

2

)
jω

H(e is a th2M band filter [13]. To obtain 

high quality reconstruction in a CMFB, the low-pass 

prototype )(H  must satisfy as much as possible two 

conditions given in [14, 15]: 
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The amplitude distortion is eliminated in the combined 

analysis/synthesis system if (9) is satisfied exactly, while 

if (10) is satisfied, there is no aliasing between 

nonadjacent bands. Aliasing between adjacent bands is 
also eliminated by selecting suitable phase factors in the 

modulation. Unfortunately, it is not possible to design a 

finite length filter that exactly satisfies both the 

constraints, so it is necessary instead to design one that 

approximately satisfies them. The methods of [1, 3] try to 

do this directly by combining them into a single cost 

function and then minimized using the Hookes and 

Jeaves optimization algorithm. Our method uses the 

Parks-McClellan algorithm [1] to directly design model 

filter that approximately satisfy both by varying the pass-

band frequency. Length of the filter, pass-band and stop-

band error weighting, and stop-band edge are fixed 

before the optimization procedure is started, while the 

pass-band edge is tuned to minimize the single objective 

cost function given by the following expression 
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It has been found that this cost function is convex with 

respect to the pass-band or cut-off frequency and any 

reasonable optimization routine will converge to the 
same global minima regardless of the initial guess of the 

starting parameters [2]. 

III. PROTOTYPE FILTER DESIGN USING IFIR  

To design a narrowband low-pass FIR filter, one of the 

computationally efficient approaches is Interpolated 

Finite Impulse Response (IFIR) technique [10,11]. In 

IFIR technique, the desired FIR filter can be 

implemented as a cascaded form of a model filter with an 

interpolator. The overall transfer function of the filter 

H(z) is given by: 

)I(z)G(zH(z) L                                                           (12) 

where )G(zL is referred as shaping filter shows a 

periodic frequency response with period π/L2 and is 

designed to perform transition band shaping. )G(zL can 

be realized from a model filter G(z)  by replacing each 

delay element of G(z)  with L  delay elements where L  

is the up-sampling factor of the model filter. The 

transition bandwidth of )G(zL are 
th1/L  of the model 

filter H(z) . As derived by Mehrnia and Wilson [11], the 

value of L  that will yield minimum number of 

multipliers is given by the expression 
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Here I(z) is a masking filter or an interpolator which is 

designed to attenuate the undesired frequency 

components of )G(zL appears in the stop-band. Consider 

the design of the prototype filter H(z) having order N  

and a transition width of F  . If the frequency response 

of this filter is stretched by a factor of L  to obtain filter 

G(z)  then G(z)  will have a transition width of ΔfL . 

The order of G(z) will be 1/L times that of H(z) . That is 

multiplications and additions will now be decreased by a 
factor of L . To meet the desired specifications take the 

peak pass-band ripple to be 2/δp  for the model filter 

and for the image-suppressor and the stop-band ripple 

should not be greater than sδ . The length of model filter 

and image suppressor required filter to meet the 

frequency domain specifications are given by [10]: 

1
ΔF6314.
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where )/2πω(ωΔF sp  is the transition bandwidth of 

the filter. 

Now )G(zL  will be a filter having a response similar 

to H(z) , except for the fact that )G(zL  will have replicas 

at every π/L2 . If we cascade )G(zL with a filter 

I(z) centered about π , with stop-band edge at )ω(π
s

  

the resultant filter will be identical with H(z)   and order 

of the overall filter will be reduced greatly. 

Let H
pω and

H
sω denote the pass-band and stop-band edge 

of H(z) where
M2

H
p

ω  and
M

H
s

ω  . Then the pass-

band and stop-band edge of the model filter G(z)  will be 

H
pωL and 

H
sωL  respectively. 

IV. DESIGN OF IMAGE SUPPRESSOR FILTER 

The image suppressor filter I(z) is also known as 

masking filter or an interpolator which is designed to 

attenuate the undesired frequency components in the 

stop-band of desired prototype filter. Instead of designing 

the prototype filter to meet (9) and (10) directly, we 

formulate the prototype filter as an interpolated FIR 

technique and optimize only the model filter. Here 

)G(z L
 is a model filter to be optimized and I(z)  is an 

interpolator. The magnitude response of )
j

G(e


is 

designed to be an L -fold stretched version of )
j

H(e


, 

while )
Lj

G(e
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is an L -fold compressed version of 

)
j

G(e


and has a period of /L2 .Hence there are one 

desired pass-band and 1-L unwanted copies of the 

desired pass-band in )
Lj

G(e


. The unwanted pass-band 

can be removed by the low-pass filter I(z) . To obtain 

multiplier less design of masking filter, I(z)  is designed 

as a cascade combination of one’s i.e.  



m

1j

j' )z(II(z)  

where 



n

0i

i' z(z)I . The designed I(z)  in this way has a 

high pass-band droop and to eliminate the ripple in pass-

band a sine based compensator has been designed with 

the corresponding transfer function [6]: 

]zz2)(2[12)(zC M2M2b2)(bM                 (15) 

or 

]zBzA[1)C(z 2MMM                                     (16) 

where 2)(2B,2A 2)(b2)(b   . The values of m 

and n are chosen properly so that images produced by 

)G(zL  can suppress in stop-band to obtain the prototype 

filter H(z) . A typical magnitude response of compensated 

image suppressor filter is shown in Fig. 2 where 

8nm  has been assumed and the compensator 

parameter to reduce the pass-band droop of I(z) is chosen 

as 2M-5.2,b  . Finally the filter obtained by (15) 

is cascaded with up-sampled version of model filter 

according (12) to obtain the prototype filter H(z) . 

 

Figure 2.  Magnitude Response of Image Suppressor Filter 

V. CSD REPRESENTATION  OF MODEL FILTER 

COEFFICIENTS   

CSD is a minimal signed digit number system which 
reduces total number of partial product addition in 

hardware realization of digital multipliers, has found very 

useful in most of the DSP applications due to low- power, 

high-speed and area-efficient [15]. The digit set in this 

form is ternary and each digit can assume -1, 0 or 1. 

Adjacent CSD digits are never both non zero i.e. the 

product of adjacent bits are zero 0dd 1ii   . The CSD 

representation of n bit binary number consists of at most 

2
n  nonzero digits, whereas in case of 2’s complement 

form n  nonzero digit can be present. It is shown that 

probability of a digit being zero is roughly 
3

2 for CSD 

and exactly 
2

1  of 2’s complement.  Few decimal 

numbers are taken in Table I and corresponding 2’s 

complement with CSD representation is shown below. 

TABLE I.  THREE BIT CANONICAL SIGNED DIGIT NUMBERS 

Number 2’s Complement CSD 

3 011 


110  

2 010 010  

1 001 001  

0 000 000  

-1 111 


100  

-2 110 010


 

-3 101 011


 

-4 100 001

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Given n digit binary vector 011n bb,,bB 
 where 

ib
 either 0 or 1for 1ni0  . Now it’s corresponding 

canonical signed digit D = dn-1,...,d1 d0 with }1,0,1{d i



 . 

An extra bit is appended with B at MSB+1 position i.e. 

nB
and the value of nB

 is 1 if the number is negative 
otherwise it is 0.  





n

0i

i
i 2*bα 




n

0i

i
i 2*d                                            (17) 

CSD encoding is similar to Booth’s encoding scheme, 

obtained by taking adjacent digits from LSB to MSB+1 

end. If the number is negative the MSB+1 is 1, otherwise 

it is assumed as zero. The digit ib
 and 1ib   are adjacent 

digit of 2’s complement number and id
are 

corresponding CSD digit. The method of conversion 2’s 

complement numbers into CSD is given in Table II that 

can be obtained using following algorithm:  

Step1. Start with least significant bit of B by setting 

the index 0i  and initial carry 0c0  .  

Step2. Perform addition between adjacent bits 1ib  , 

ib of binary number B with carry in ic  and 

generate the next carry 1ic  according to the 

same rule of conventional binary arithmetic 

addition that is 1c 1i  if and only if there are 

two or three 1’s among the three inputs 1ib  , 

ib and ic . 

Step3. Generate the thi  digit id of vector D by the 

following arithmetic equation 

1iiii c2cbd 
                                   (18) 

Step4. Increment the index i by one and check if ni  . 

If ni  then go step 2, otherwise halt. 

For efficient implementation digital filter coefficients 
are represented to CSD. Depending on above algorithm 

each coefficient of designed digital FIR filter is replaced 

by nearest CSD code. The CSD representation of 

coefficients replaces the multipliers with few summation 

of partial product. Because the number of nonzero digit is 

less in case of CSD only multiplication becomes few 

summation of partial product. For example, 2’s 

complement of -0.0589 is 1111000011101011.The 

signed power of 2 representation of -0.0589 

is 151413111094321 2222222222   . Here 
number of adder used is 9. But CSD representation of -

0.0589 is 00000.000-1000100-101010 and corresponding 

signed power of two representations is 
15131184 22222    which requires only 2 

adders and 2 subtractors. Therefore total hardware is only 

4 i.e. saving of 5 hardware’s which in term increases the 

processing speed of hardware and also reduces the 

overall cost of filter. 

TABLE II.  CONVERSION OF 2’S COMPLEMENT NUMBERS INTO CSD 

carry-in 

( ic ) 
1ib   ib  

carry-out 

( 1c i  ) 

CSD 

( id ) 

0 0 0 0 0 

0 0 1 0 1 

0 1 0 0 0 

0 1 1 1 -1 

1 0 0 0 1 

1 0 1 1 0 

1 1 0 1 -1 

1 1 1 1 0 

 

VI.  PROPOSED ALGORITHM 

The optimal values of filter coefficients can be 

computed using a simple linear optimization technique 

shown in Fig.3. Initially the model filter, up-sampled 
version of model filter and compensated masking filter is 

designed using the given specifications and cut–off 

frequency ( c ) is iteratively varied to minimize the 

objective function (11). When the objective function 

reaches the predefined minimum value (assumed 

here
810 ) the program is terminated and all other 

filters are designed using modulation of prototype filter. 

 

Figure 3.  Proposed Algorithm 
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VII. DESIGN EXAMPLES 

Here performance of the proposed algorithm is carried 
out via three different design examples and comparison 

of the proposed technique has been carried out with other 

existing design methods. 

Example1: A thirty two channel cosine modulated 

filter bank has been designed for same specifications as 

given in [12, 13] with the stop-band 

attenuation dB100
s

A  , stop-band 

frequency π0.03125
s

ω  . Fig. 4 shows the frequency 

response of the prototype filter designed using IFIR 

technique. For the given design parameters, the required 

model, up-sampled model and interpolator filters are 

obtained for stretched factor 8L  . The stop-band 

attenuation and pass-band ripple for these filters are same 

as desire in prototype filter. The stop-band frequency of 

model filter is π000.25
s

Lω  . The obtained magnitude 

response of the analysis filter bank is shown in Fig. 5. 

The magnitude responses of amplitude distortion, zoom 
plot of amplitude distortion and total aliasing distortion 

are shown in Fig. 6, Fig. 7 and Fig. 8 respectively. Filter 

coefficients are optimized to reduce the reconstruction 

error and the obtained values of reconstruction error, 

aliasing error and the required number of optimized 

coefficients in proposed IFIR technique are given in 

Table III. The order of the model filter obtained by the 

above method is 63. That is only 64 coefficients have to 

be optimized whereas in [16] the filter has an order of 

440 and total distortion was found to be comparable. 

Therefore the optimization routine is much faster in case 

of large number of channels as the bandwidth decreases 

with the increase of number of bands and order of the 

filters is also increased. Note that the filter is to be 

designed in each step and hence considerable saving in 

computation can be obtained when filter order is 

increased.  

For the IFIR filter the value of L also changes with M, 

so the filter order remains considerably less than for 

direct design of filter. The stop-band attenuation obtained 

is greater than 100dB and the peak to peak amplitude 

distortion is 
3101  which is comparable with the values 

obtained in method proposed in [2,8,9,12,13,16]. 

 

Figure 4.   Amplitude Response of the Prototype Filter 

 

Figure 5.  Amplitude Responses of the Analysis Filters 

 

Figure 6.  Variation of Amplitude Distortion 

 

Figure 7.  Zoom Plot of Amplitude Distortion 

 

Figure 8.  Variation of Aliasing Distortion 
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TABLE III.  PERFORMANCE   COMPARISON OF 32 BAND CMFB 

Design 

Method 

Amplitude 

Distortion 
Aliasing Error 

Optimized 

Filter Taps 

Proposed 3101   
610715.6   64 

[2] 310299.5   610586.2   512 

[8] 31009.1   71040.1   448 

[9] 3105.1   
71045.9   448 

[12] 3104   Not Specified 482 

[13] 310974.3   
7108618.3   466 

[16] 310385.3   
710611.2   440 

 

Example2: A sixty four channel cosine modulated 

filter bank has been designed with the stop-band 

attenuation dB100
s

A   and stop-band 

frequency π1550.0
s

ω  . For the given design 

parameters of prototype filter, the required model filter, 

up-sampled model and interpolator filters are obtained 

for stretched factor 8L  . The stop-band attenuation and 

pass-band ripple for these filters are same as desire in 

prototype filter. The stop-band frequency of model filter 

is π12400.
s

Lω  . The magnitude responses of 

amplitude distortion and aliasing distortion are shown in 
Fig. 9, Fig. 10 respectively. Filter coefficients are 

optimized to reduce the reconstruction error and the 

obtained values of reconstruction error, aliasing error and 

the required number of multipliers and adders in 

proposed IFIR technique are summarized in Table IV. 

The order of the model filter obtained by the proposed 

technique is 77. That is only 78 coefficients need to be 

optimized whereas in conventional design method the 

filter has an order of 511. The obtained values of 

distortion parameter show good performance than the 

conventional method.  

 

Figure 9.  Variation of Amplitude Distortion 

 

Figure 10.  Variation of Aliasing Distortion 

TABLE IV.  PERFORMANCE   COMPARISON OF 64 BAND CMFB 

Design Method 
Amplitude 

Distortion 

Aliasing 

Error 

Optimized 

Filter Taps 

Proposed 3102.2   
51058.1   78 

Conventional 

Method 
310299.5   610586.2   512 

 

Example3: A seventeen channel cosine modulated 

filter bank has been designed for same specifications as 

given in [17, 18] with stop-band attenuation dB45
s

A  , 

stop-band frequency π5880.0
s

ω  . For the given design 

parameters of prototype filter, the required model, up-

sampled model and interpolator filters are obtained for 

stretched factor 6L  . The stop-band attenuation and 

pass-band ripple for these filters are same as desire in 

prototype filter. The stop-band frequency of model filter 

is π35280.
s

Lω  . The plot of amplitude distortion and 

aliasing distortion are shown in Fig. 11 and Fig. 12 

respectively. Filter coefficients are optimized to reduce 

the reconstruction error and the obtained values of 

reconstruction error, aliasing error and the required 

number of optimized filter coefficients in proposed IFIR 

technique are given in Table V. The order of the model 

filter obtained by the above method is 31. That is only 32 

coefficients have to be optimized whereas in method [17] 

the filter has an order of 101. The corresponding result 

shows amplitude distortion is very less compared to other 

design methods [17, 18] but the aliasing error is little bit 
larger that mainly arises due to high stop-band 

attenuation of masking filter.  
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Figure 11.  Variation of Amplitude Distortion 

 

Figure 12.  Variation of Aliasing Distortion 

TABLE V.  PERFORMANCE   COMPARISON OF 17 CHANNEL CMFB 

Design 

Method 

Amplitude 

Distortion 

Aliasing Error Optimized 

Filter Taps 

 

Proposed 
3102.1   

3109.9    

32 

 

[17] 

31079.6   410794.3   
 

101 

 

[18] 

3109566.5   4108948.3    

102 

 

In each iteration the prototype filter coefficients are 

converted to nearest CSD format and optimization 

routine terminates when near perfect reconstruction is 

achieved. The details of three examples have been shown 

in Table VI. It is observed that very less number of filter 

coefficients has to be optimized and Number of Iterations 

(NOI) is also less i.e. the computational complexity is 

reduced greatly although the performance parameters are 

almost same for all the cases. Due to CSD conversion the 
stop-band attenuation of prototype filter is reduced but 

this may be acceptable in most of the practical 

applications.   

TABLE VI.  PERFORMANCE WITH CSD REPRESENTATIONS 

  

17 Bands 

 

32Bands 

 

64 Bands 

Optimized 

Filter Taps 

 

32 

 

64 

 

78 

Stop-band 

Attenuation ( sA ) 

 

75dB 

 

50dB 

 

60dB 

 

Number of 

Iterations 

 

25 

 

30 

 

74 

Adder/Subtractor  

109 

 

158 

 

261 

Amplitude  

Distortion ( ppE ) 

 

3107.5 

 

 

3108.3 
 

 
3101.5   

Aliasing 

Distortion ( aE ) 

 
4107   

 
3104.6   

 
3107.1   

 

VIII. CONCLUSION 

In this paper, a new technique for efficient 

implementation of NPR cosine modulated filter banks is 

presented and prototype filter coefficients are converted 

to minimal signed digit representation to obtain 

multiplier-less filter bank. The unconstrained objective 

function is formulated using perfect reconstruction 

condition and prototype filter has been designed by 

varying the cut-off frequency to obtain best possible 

solution. The main advantage of proposed method is that 

the masking filter required to suppress unwanted pass-

band during up-sampling operation is completely 
multiplier-less which provides significant savings in 

computational cost as well as improvement in SLFOR of 

the prototype filter. The obtained values of reconstruction 

and aliasing errors are comparable with the already 

existing methods for given specifications. It is also 

observed that the proposed algorithm converges very fast 

in low number of iterations and can be effectively used 

for filters with large number of bands. Using this 

approach, the system complexity in terms of number of 

multipliers reduces greatly but the group delay of the 

overall prototype filter is remained same that can be 

reduced with the appropriate choice of up-sampling 

factor L . Therefore this method will be useful in several 

applications such as audio signal processing and image 

compression technique. 
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