Early Detection of Osteoarthritis based on Cartilage Thickness in Knee X-ray Images
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Abstract—Arthritis is a joint disorder featuring inflammation. There are numerous forms of Arthritis. Arthritis essentially causes joint dis-functioning which may further tend to cause deformity and disability. Osteoarthritis (OA) is one form of arthritis which is mostly seen in old age group. A patient suffering from OA needs to visit medical experts where clinical and radiographic examination is carried out. Analysis of bone structures in initial stage is bit complex. So any vague conclusion drawn from the radiographic images may make the treatment faulty and troublesome. Thus to overcome this we have developed an algorithm that computes the cartilage area/thickness using various shape descriptors. The computed descriptors obtained the accuracy of 99.81% for K-nearest neighbour classifier and 95.09% for decision tree classifier. The estimated cartilage thickness is validated by radiographic experts as per KL grading framework which will be helpful to the doctors for quick and appropriate analysis of ailment in the early stage. The results are competitive and promising as reported in the literature.

Index Terms—Knee X-ray, Osteoarthritis (OA), ROI, Cartilage area, Decision tree, K-NN.

I. INTRODUCTION

The knee joint is one of the strongest and most significant joints in the human body. It enables the lower leg to move with respect to the thigh while supporting the body's weight. The knee joint is crucial to numerous ordinary exercises, including walking, running, sitting and standing. Knee Osteoarthritis (KOA) restricts the knee joint movement causing deformity and disability. Patients suffering from knee joint pain are asked to go for X-ray imaging in the initial stages. The radiological features of Knee OA include joint space narrowing, loose bones, sclerosis etc [10]. In a Knee joint the area between femur and tibia called cartilage plays very important role in diagnosis of OA. The thickness of the cartilage can specify the disease severity based on which medications are prescribed by the experts to the patients. Form the literature it found that there are no any standard tools available for the measurement of cartilage thickness. The main objective of this experimentation is to evaluate the disease in the early stage by estimating the cartilage thickness/area using different machine learning techniques [4] [9]. The computed cartilage area/thickness is further validated by medical expert as per Kellgren and Lawrence grading system which will be helpful to the doctors for quick and appropriate analysis of OA in the early stage [25]. The Kellgren and Lawrence framework is given in the Table 1 below.

<table>
<thead>
<tr>
<th>KL Grades</th>
<th>OA Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade0(Normal OA)</td>
<td>Radiographic parameters related to OA are absent</td>
</tr>
<tr>
<td>Grade1(Doubtful OA)</td>
<td>Reduced joint space width</td>
</tr>
<tr>
<td>Grade2(Mild OA)</td>
<td>Clear/visible narrowing of joint space</td>
</tr>
<tr>
<td>Grade3(Moderate OA)</td>
<td>Numerous bony outgrowths, sclerosis</td>
</tr>
<tr>
<td>Grade4(Severe OA)</td>
<td>Massive bone spurs, extreme sclerosis, bone deformity</td>
</tr>
</tbody>
</table>

In the rest of the paper, Section-II reveals the earlier work that incorporates cartilage analysis for the assessment of disease. Section-III represents the methodology proposed. The experimental results with
II. RELATED WORK

The earlier work reveals that the researchers have tried using different statistical and performance analysis techniques to compute the cartilage thickness for the detection of ailment [10]. Different computer aided approaches have been proposed for the acknowledgment and grading of Osteoarthritis utilizing X-ray and MRI images of Knee Osteoarthritis. Nabil Mehta et al.[1], has compared two different radiographic techniques for computation of joint space width. The techniques used are computerized surface delineation method and normal digitization method. The surface fit method demonstrated better results for measuring joint space width in medial compartment but for lateral compartments joint space width were similar for both the methods. Heidi L. Oksendahl et al.[3], have used metatarsal phalangeal semi-flexed radiographic technique to measure the joint space width using Knee x-ray images in lateral and medial compartments. The authors concluded that lateral compartment mean joint space width (6.2mm) was greater than medial compartment mean joint space width (3.9mm) and came across that medial compartment is more effective in documenting the progression of OA than the lateral compartment.

S. S. Gornale et al. have used contour based segmentation method for the analysis of OA using Knee x-ray images [11-14]. The semi-automated approach was utilized for extracting the region of interest. Features like texture based, shape, statistical and Zernike moments were computed and classified using Random forest and K-Nearest Neighbour classifiers. The accuracies of 87.92% and 88.88% were obtained respectively [11-12]. Further utilizing the same method for extracting region of interest histogram gradients were computed and classified using multiclass SVM achieving the accuracy of 95% [13]. The implementation was further conceded using different segmentation methods like Prewitt, Sobel, Texture based and Otsu’s based methods [14]. Among all the methods Prewitt method obtained a better accuracy of 97.55% compared to other methods. In [15] automatic identification of cartilage region is obtained for OA analysis. The accuracy of 97.86% is demonstrated using various local and gradient features. Lior Shamir et al. [2], have developed a systematic computer assisted technique for recognition of OA using knee x-ray images. WND-CHRM algorithm is used to analyze the images based on various features, namely, Zernike features (first four moments), Tamura texture features, Haralick features, Chebyshev statistics and multiclass histograms. The features are classified using weighted nearest neighbour classifier. The experimental outcome specify the classification rate of 91.5% for Moderate OA against normal OA and 80.4% for Minimal OA differentiated from normal. However, it is observed that the time unpredictability for joint detection is negligible, but to classify an x-ray image it takes 105s. Further, it is proposed to include parallel processing to reduce computational complexities and consider longitudinal knee x-ray images for OA detection.

From the literature it is observed that, Cartilage region is a prime factor/parameter for the examination of OA. The cartilage thickness or joint space width between femur and tibia helps in understanding the disease severity which may help the subjects for appropriate treatment. Many researchers have utilized various semi automated techniques in estimating cartilage thickness for evaluating the severity of disease. Therefore there is need of automatic of algorithm/technique that aide in speedy estimation of thickness for early identification of the ailment.

III. PROPOSED METHODOLOGY

The proposed methodology is implemented using pre-processing techniques like bone edge detection and noise removal of knee X-ray, identification of region of interest (Osteoarthritis region) based on density, segmenting the obtained ROI using active contour method, computation of cartilage area between femur and tibia and classification of Osteoarthritis into Kellgren and Lawrence grades using decision tree and k-nn classifier. The flow diagram of the proposed methodology is shown in Figure 1.

3.1. Data set

A dataset of 1650 Knee x-ray images are considered for the implementation that are collected from different health centers with DICOM standards. DICOM (Digital imaging and Communications in Medicines) standard is international standard to transmit, store, retrieve, print,
process and display medical imaging information. It makes information interoperable and also meets the evolving technologies and requirements of medical imaging [7]. Each and every Knee x-ray is manually assigned a KL grade by an orthopedician who examine 65 to 110 radiographic images per day. The annotations made by expert as per KL grading framework is given in Table 2.

Table 2. Kellgren and Lawrence grades assigned by Medical Expert

<table>
<thead>
<tr>
<th>KL Grade</th>
<th>Medical Expert Opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal(G-0)</td>
<td>514</td>
</tr>
<tr>
<td>Doubtful(G-1)</td>
<td>477</td>
</tr>
<tr>
<td>Mild(G-2)</td>
<td>232</td>
</tr>
<tr>
<td>Moderate(G-3)</td>
<td>221</td>
</tr>
<tr>
<td>Severe(G-4)</td>
<td>206</td>
</tr>
<tr>
<td>Total</td>
<td>1650</td>
</tr>
</tbody>
</table>

3.2. Bone edge detection

Edges are noticeable variations that are encapsulated by salient shape features of a particular image. In this proposed work, detection of bone edges is implemented by finding the difference between the neighboring pixels [15]. The bone edge detection at pixel \((x, y)\) for input image \(A\) with respect to row and column is given in equations (1) and (2). The output of bone edge detection is shown in Fig 2.

\[
A(x, y) = A(x, y) - A(x-1, y) \quad (1)
\]

\[
A(x, y) = A(x, y) - A(x, y - 1) \quad (2)
\]

![Fig. 2. Detection of Bone edges](image)

3.3. Noise Removal

Mainly x-ray images are eminent in salt and pepper noise. Adaptive median filtering is helpful in lessening salt and pepper noise or impulsive noise and beneficial in preserving edges of an image that result in reduction of irregular noise [18][22].

3.4. Identification of Region of Interest

Identification of region of interest of an image can be implemented by partitioning the entire image into significant structures. The required or interested structures or objects from the partitioned image can be segregated from background or foreground. It can be scaled, estimated or evaluated for processing. The whole identification process is divided into 4 steps: firstly segment the complete image into many parts row wise along the axes. Secondly, extract the region of interest (ROI) from each segmented part. Thirdly estimate the area of each segmented part to detect the bone density [6]. The region in the image that is denser or thicker, results in high density value [14]. Lastly extract the region with high density value and enhance it using sine adaptive filter [19]. The steps used by sine adaptive filter are given in equations (3) to (6)

\[
CF = 0 : \frac{\Pi}{2} : 0 \quad (3)
\]

\[
K = \frac{\Pi}{2} - FW * \frac{\Pi}{2} \quad (4)
\]

\[
CF(CF > K) = \frac{\Pi}{2} \quad (5)
\]

\[
I_{out} = I_{in} \sin(CF) \quad (6)
\]

Where, CF is a filter co-efficient and FW is Filter Width calculated based on the X-ray reconstructed image characteristics. Images recorded from x-ray detectors always have the data in the centre portion of the image. Therefore by defining the filter co-efficient as a sine wave, we are adding more weight to the data in the middle of the image. Adaptive sine filter is used for allocating weights based on the geometrical axis of the reconstructed image. Thus the region of interest is accurately extracted that can be further used for the medical examination [20][26]. The identification of ROI is shown in Fig 3(a) & 3(b).

![Fig.3. Identification of Region of interest: (a) Single knee ROI (left/right) (b) ROI identification both left and right](image)

3.5. Active Contour Segmentation

After identifying the region of interest next step is to extract/segment the cartilage region using active contour algorithm. The identified region of interest along with specific mask is given as an input to the active contour

An active contour or snake is a curvature characterized in an image that is permitted to change its area and shape until it best fulfills predefined conditions [5][21]. It very well may be utilized to fragment an item by giving it a chance to settle much like a contracting snake around the frontier of an entity [13].

A snake \( S \) is frequently modeled as a parameterized curve \( S(c) = (x(c), y(c)) \) where the parameter \( c \) varies from 0 to 1. So, \( S(0) \) gives the coordinate pair \((x(0), y(0))\) of the starting point, \( S(1) \) gives the end coordinates, and \( S(c) \) with \( 0 < c < 1 \) gives all intermediate point coordinates [8][21]. The boundaries of targeted mask are utilized by active contour as the initial state of contour evolution to segment the foreground and background regions of the input image [13].

\[
E_n = \frac{1}{2} \int_0^1 \left( (E_{n_1}(S(c))E_n(S(c))E_{n_1}(S(c))) \right) ds
\]

The term \( E_n \) depends on internal powers of the snake. The term \( En \) depends on external powers. The last term \( En \) can be utilized to vigor extra imperatives, such as, fining the production of loops in the snake, or fining an undesired image surroundings. The output of active contour segmentation is depicted in figure 4 below.

![ROI extraction using active contour method](image)

Fig 4. ROI extraction using active contour method: (a) Normal (G0) (b) Doubtful (G1) (c) Mild (G2) (d) Moderate (G3) (e) Severe (G4)

3.6. Feature Extraction

Shape is a significant and essential component which is utilized to portray the image content. The main problem dealing with the shape is progressively unpredictable due to distortions present in an image. The depiction of shape is predominantly dependent on shape characteristics which are either found on the shape boundary or boundary substances. Shape descriptors should be capable of finding the equivalent shapes from the image dataset for obtaining good retrieval accuracy [17]. The shape descriptors like Major Axis length, Minor Axis length, Perimeter and Area were computed using this region. The respective equations are given below

- Area is number of pixels in an image.

\[
\text{Major Axis length} = (m+n) \quad (8)
\]

Where, \( m \), \( n \) is the distances from each focus to any points on the ellipse.

\[
\text{Minor Axis length} = \sqrt{(m+n)^2 - f^2} \quad (9)
\]

Where, \( f \) is the distance between foci and \( m, n \) are the distances from each focus to any points on the ellipse.

3.7. Classification

The image dataset of 1650 Knee x-rays are considered for the experimentation. The proposed algorithm is implemented using decision tree and K-NN classifiers.

**Decision tree**: It is widely used classifier for multiclass problems. In decision tree the outcome is demonstrated in terms of leaf node where as non-leaf nodes depicts the decision. Here the various descendent are encircled based on the attributes examined by non-leaf nodes. The major step while building the decision tree is to figure out which characteristic is to be investigated and which among numerous possibility tests dependent on characteristic has to be performed. In decision tree the important query is to estimate the optimal partition of \( m \) components into \( n \) sections [16]. Every leaf is allocated one single class corresponding to most suitable target value. It may so happen that the leaf node may hold the probability vector specifying target attribute comprising some specific value. Further the classification is carried out by navigating from the root to a leaf along the path.

**K Nearest Neighbors (K-NN)**: In k-NN the affinity between the test data and the training set is virtually obtained by the classifier [14]. K- Nearest Neighbour will classify the class label based on measuring the distance between testing and training data. KNN will classify by suitable K value which in turn finds the nearest neighbor and provides a class label to un-labeled images [7]. Depending on the types of problem, a variety of different distance measures can be implemented [23][24]. In this work, City-block distance, Cosine, Correlation and Euclidean distance is considered with K=3 which is empirically fixed throughout the experiment. Basically, K-NN is non-parametric classifier which finds the minimum distance \( d \) between training sample \( M \) and testing pattern \( N \) and \( T=3 \) using equation (10).

\[
d_{\text{Euclidean}}(M, N) = \sqrt{(M - N)^T (M - N)} \quad (10)
\]
IV. EXPERIMENTAL ANALYSIS

In this work, the dataset of 1650 knee X-ray images with DICOM standards are considered for the experimentation. The cartilage area is calculated using various shape descriptors. The computed area/thickness is classified as per Kellgren and Lawrence grading framework using decision tree and K-nn classifiers. Following are the steps followed to compute the proposed methodology for early detection of OA based on cartilage thickness.

Input: Digital Knee X-ray image
Output: Computing thickness of cartilage area grade-wise.

Step 1: Acquisition of Digital knee X-ray with DICOM standard.
Step 2: Pre-processing
   Step 2.1: Bone edge detection i.e. detecting the edges of the image by finding the difference between with neighboring pixels.
   Step 2.2: Noise removal with adaptive median filter for edge enhancement and to preserve edges.
Step 3: Identification of region of interest
   Step 3.1: Segment the image into multiple parts based on pixel density.
   Step 3.2: Extract Region of interest from each segment.
   Step 3.3: Calculate the area in each segmented part and enhance the image with the adaptive sine filter.
   Step 3.4: Detect the bone edges in the upper and lower layer and extract it from the original image.
Step 4: Automatic segmentation of the ROI using active contour method.
Step 5: Compute the thickness of cartilage area using segmented image.
Step 6: Classification of image grade-wise based on the thickness of cartilage area.

End

The experimentation is carried out using 2-fold cross validation, to examine the robustness and optimality of the algorithm. For the image dataset of 1650 images, 50% images are trained and 50% images are tested. This process is repeated 5 times and the average accuracies are considered. The implementation was performed using decision tree and K-NN classifier.

Table 3. Aggregate Accuracies using two classifiers

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Aggregate Accuracies</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-NN</td>
<td>99.81%</td>
</tr>
<tr>
<td>Decision tree</td>
<td>95.09%</td>
</tr>
</tbody>
</table>

From the table 3, K- Nearest neighbour classifier has obtained good results compared to decision tree classifier. In order to interpret the details of classification accuracy, confusion matrix of K-NN and decision tree classifier are given in Table 4 & Table 5.

In this work, along with the classification accuracy, the performance of the proposed method is evaluated with the following matrices like Precision, Recall and F-measure. The precision and recall are given in equation (11) and (12)

\[
P_{\text{Precision}} = \frac{T_p}{T_p + F_p} \quad \text{(11)}
\]

\[
R_{\text{Recall}} = \frac{T_p}{T_p + F_N} \quad \text{(12)}
\]

Where, \(T_p\) stands for True Positive, \(F_p\) stands for False Positive and \(F_N\) stands for False Negative. F-measure/score computes the test accuracy. F-measure is given in the equation (13)

\[
F_{\text{Measure}} = \frac{2 \times P_{\text{Precision}} \times R_{\text{Recall}}}{P_{\text{Precision}} + R_{\text{Recall}}} \quad \text{(13)}
\]

The Precision, Recall and F-measure for both the classifiers are given in table 6.

Table 6. Overall Precision & Recall of two classifiers

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-NN</td>
<td>0.9983</td>
<td>0.9983</td>
<td>0.9983</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.9652</td>
<td>0.9577</td>
<td>0.9614</td>
</tr>
</tbody>
</table>

From the proposed methodology it is observed that there is some miss-classification with respect to medical expert opinion as it subjective in nature. However, there are no any computer aided appropriate and automatic methods available for Osteoarthritis recognition that can give 100% recognition. In view of this no doctors are going to lose their jobs, however this proposed methodology would be helpful to doctors to assist the ailment for early detection.

The graphical representation of expert opinion and proposed methodology using K-NN and decision tree
classifier is shown in figure 5. Further the experimentation was carried out to compute the thickness of the cartilage i.e. the area between the femur and tibia. The computed thickness in as per Kellgren and Lawrence grading system is given in table 7 below

Table 7. Mean and Standard deviation of Cartilage thickness grade wise

<table>
<thead>
<tr>
<th>Classes</th>
<th>Computed Cartilage thickness (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade0 (514)</td>
<td>6.332±1.309</td>
</tr>
<tr>
<td>Grade1 (477)</td>
<td>5.274±1.002</td>
</tr>
<tr>
<td>Grade2 (232)</td>
<td>4.469±0.889</td>
</tr>
<tr>
<td>Grade3 (221)</td>
<td>3.289±0.579</td>
</tr>
<tr>
<td>Grade4 (206)</td>
<td>2.407±0.350</td>
</tr>
</tbody>
</table>

From the above table it is clearly seen that the thickness is high for Normal grade and very small for severe grade. Generally, manual interpretations of knee X-ray images are bit complex and may take some time for the analysis. The experts’ opinion may differ during the initial stages of Osteoarthritis which may make the treatment faulty and intricate. Based on the thickness of the cartilage doctors may classify the severity of the disease in the initial stage.

V. DISCUSSION

A dataset of 1650 knee X-ray images that are annotated by medical expert as per KL grading system are used to implement the proposed method. The main objective of the algorithm is to compute the cartilage thickness using distinctive geometrical features. The computed features are classified using K-NN and decision tree classifiers obtaining the accuracies of 99.81% and 95.09% respectively. The computed cartilage thickness is assigned KL grades which are further validated by medical expert. From the computations it was observed that the Knee cartilage thickness has highest value for Normal grade (G-0) and least value for Severe grade (G-4). In view of these qualities procured experts/doctors can undoubtedly perceive the ailment in lesser time and may start the treatment at the earliest. Further the study is carried out to find the co-relation between the joint space width and cartilage thickness for early detection of OA.
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