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Abstract—This paper presents a method to reduce the musical noise encountered with the most of the frequency domain speech enhancement algorithms. Musical Noise is a phenomenon which occurs due to random spectral spikes in each speech frame, because of large variance and inaccurate estimate of spectra of noisy speech and noise signals. In order to get low variance spectral estimate, this paper uses a method based on wavelet thresholding the multitaper spectrum combined with noise estimation algorithm, which estimates noise spectrum based on the spectral average of past and present according to a predetermined weighting factor to reduce the musical noise. To evaluate the performance of this method, sine multitapers were used and the spectral coefficients are threshold using Wavelet thresholding to get low variance spectrum. In this paper, both scale dependent, independent thresholdings with soft and hard thresholding using Daubechies wavelet were used to evaluate the proposed method in terms of objective quality measures under eight different types of real-world noises at three distortions of input SNR. To predict the speech quality in presence of noise, objective quality measures like Segmental SNR, Weighted Spectral Slope Distance, Log Likelihood Ratio, Perceptual Evaluation of Speech Quality (PESQ) and composite measures are compared against wavelet de-noising techniques, Spectral Subtraction and Multiband Spectral Subtraction provides consistent performance to all eight different noises in most of the cases considered.

Index Terms—Speech Enhancement, Wavelet thresholding, Multitaper Power Spectrum, Noise power estimation, smoothing parameter, SNR, threshold.

I. INTRODUCTION

Speech is a basic way of communicating ideas from one person to another. This speech is degraded due to background noise. To reduce this background noise numerous speech enhancement algorithms were available, among them spectral subtractive algorithms are more popular because of their simple implementation and their effectiveness. In these algorithms Noise power spectrum is subtracted from the noisy power spectrum by assuming the noise spectrum is available. These methods introduce musical noise due to inaccurate estimate of noise. These spectral subtractive algorithms works well in stationary noise but they fails in non-stationary noise. This led to the use of low variance spectral estimation methods because spectral estimation plays a key role in speech enhancement algorithms. To reduce the variance an average of estimate can be calculated across all frequencies. To improve the speech quality and intelligibility in presence of highly non stationary noise, a speech enhancement algorithm requires noise estimation algorithms which update the noise spectrum continuously. Most of the speech enhancement applications in non-stationary scenarios use noise estimation methods algorithms which track the noise spectrum continuously. Now, researchers focus their attention to improve the speech quality and intelligibility using efficient noise estimation algorithms. Estimate of noise signal strongly depends on the smoothing parameter. If its value is too large i.e closer to one results in over estimation of the noise level. Generally, smoothing parameter is set to be small during speech activity to track the non-stationary of the speech. This makes the smoothing parameter as time and frequency dependent, taking into the consideration of speech presence or absence probability. Numerous noise estimation algorithms are available in literature. One among them is minimum statistics algorithm, proposed in [1] estimates the noise by considering the instantaneous SNR of speech using smoothing parameter and bias correction factor. It tracks the minimum over a fixed window and updates the noise PSD. The performance of this method was tested under non-stationary noise it results in large error and it is unable to respond for fast changes in increasing levels of noise power. Martín.R implemented spectral subtraction with minimum statistics and its performance was evaluated in terms of both objective and subjective measures. This was compared
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against spectral subtraction method that uses voice activity detection which results in improved speech intelligibility measures [2]. Another variant of minimum statistics suggested in [3] implements estimates noise by continuous spectral minimum tracking in sub bands. In this method a different approach was used to obtain spectral minimum, by smoothing the noisy speech power spectra continuously using a non-linear smoothing rule. This non-linear tracking provides continuous smoothing over PSD without making any distinction between speech presence and absence segments. The shortcoming of this was when noise power spectrum increases, then the noise estimate increases irrespective of changes in the noise power level. Similarly when the noisy power is decreasing then the noise power is decreasing .This will results in overestimation of speech during speech presence regions i.e clipping of speech. This method was evaluated in terms of objective and subjective quality measures it shows its superior performance over Minimum statistics algorithm. The non-uniform effect of noise on the speech spectrum affects few frequency components severely than others. This led to the use of time recursive noise estimation algorithm which updates the noise spectrum when the effective SNR in a particular band is too small [4]. In this method noise spectrum is estimated as a weighted average of past and present estimates of noisy power spectrum depending on the effective SNR in each frequency bin .This algorithm works well in tracking the non-stationary noise in case of multtalker babble noise. Another type of recursive algorithm ,which uses a fixed smoothing factor, but the noise spectrum should be updated based on the comparison of the estimated a-posteriori SNR over a threshold.[5].If this a-posteriori SNR is larger than the threshold indicates that speech presence and no update is required for noise spectrum. Otherwise it is treated as a speech absence segment, which requires a noise updating. This method is well known as weighted spectral averaging. In this method the threshold value, have a significant effect on the noise spectrum estimation .If the threshold value is too small noise spectrum is underestimated, conversely the threshold value is too high then the spectrum is over estimated. Improvements to the Minimum statistics was suggested in [6] by using optimal smoothing for noise power spectral density estimation. Cohen proposed noise estimation algorithm, which uses time-frequency dependent smoothing factor which requires continuous updating depending on the speech presence probability in each frequency bin .Speech presence probability was calculated as the ratio of the noisy power spectrum to its local minimum [6].This local minimum is computed considering the smoothed noisy PSD, over a fixed window by sample wise comparison of noisy PSD. This has a short coming ,it may lag when the noise power is raising from the true noise PSD .To address this shortcoming, a different approach was suggested in[8,9] uses continuous spectral minimal tracking and frequency dependent threshold was used to identify the speech presence segments .This method was evaluated in terms of subjective preference tests over other noise estimation algorithms like MS and MCRA. This method shows better performance .Further refinement to this algorithm was reported in [10] i.e noise power spectrum estimation in adverse environments by Improved Minima Controlled Recursive Averaging (IMCRA);This method involves two steps smoothing and minimal tracking .Minimal tracking provides Voice Activity Detection in each frame whereas smoothing excludes strong speech components. Speech presence probability is calculated using a –posteriori and a-priori SNRs. This method yields in lower values of error for different types of noise considered.

The structure of the paper is as follows, Section II provides Literature review , Multitaper spectral estimation and spectral refinement is given in Section III ,noise estimation by weighted spectral averaging technique was presented in section IV ,section V presents proposed speech enhancement method, results and discussion in VI and finally section VII gives conclusion.

II. LITERATURE REVIEW

This section presents literature review on spectral subtractive type algorithms for single channel enhancement techniques. In the past, number of researchers proposed different speech enhancement methods. Most of them are based on Spectral Subtraction (SS), Statistical Model based, Sub space algorithms and Transform based methods. One of the popular noise reduction method which is computationally efficient and less complexity for single channel speech enhancement is Spectral subtraction proposed by Boll S.F for both Magnitude and Power Spectral Subtraction which itself creates a bi-product named as synthetic noise[17].A significant improvement to spectral subtraction with over subtraction factor and spectral floor parameter to reduce the musical noise given by Boreuti [19]is Non –Linear Spectral subtraction . Multi Band Spectral Subtraction (MBSS) proposed by S.D. Kamath with multiple subtraction factors in non-overlapping frequency bands [18] .Ephraim and Malah proposed spectral subtraction with MMSE using a gain function based on priori and posteriori SNRs[20].Spectral subtraction based on perceptual properties using masking properties of human auditory system proposed by Virag [21].Another method in spectral subtraction with Wiener filter to estimate the noise spectrum is extended spectral subtraction by Sovka [22]. Spectral Subtraction algorithm based on two-band is Selective spectral subtraction described by He,C.and Zweig,G. [23].Spectral subtraction with Adaptive Gain Averaging to reduce the overall processing delay given by Gustafsson et al[24].A frequency dependent spectral subtraction is non-linear spectral subtraction (NSS) method conferred by Lockwood and Boudy [25].The spectral subtractive type algorithms works well in case of additive noise but fails in colored noise. To overcome this problem Hu and Loizou proposed a Speech enhancement technique based on wavelet thresholding the multitaper spectrum [11] and its performance is evaluated in terms of objective quality measures.
III. MULTITAPER SPECTRAL ESTIMATION AND SPECTRAL REFINEMENT

Due to sudden changes and sporadic behavior, Speech signal can be modeled as a non-stationary signal. As time evolves the statistics like mean, variance, co-variance and higher order moments of a non-stationary signal changes over time. Spectral analysis plays a major role in speech enhancement techniques to get accurate noise estimation. FFT method is widely used to get power spectrum estimation in most of the speech enhancement algorithms especially in spectral subtractive type methods. The estimated power spectrum obtained by FFT is reduced by variance of the estimate and energy leakage across frequencies which create bias. To avoid leakage, multiply the signal in time domain with a suitable window which having less energy in side lobes. Type of window affects the noise estimate in speech enhancement algorithms, hence selection of desirable window which provides an accurate noise estimation plays a significant role in Speech enhancement process. Generally Hamming window is preferable with less energy in side lobes but it effects the estimate by reducing leakage but not the variance. In most of the speech enhancement algorithms noise estimate is obtained by using suitable windows which reduce the bias but not the variance. The variance can be reduced by taking multiple estimates from the sample which can be achieved by using tapers. Hu and Loizou [11] used these multi-tapers to get low variance spectral estimate , further the spectrum was refined using wavelet thresholding. Finally this was used to improve the quality of speech signal in case of highly non-stationary noise. Results shows that this method has superior performance in terms of quality measures with high correlation between subjective listening test and objective quality measures. Speech enhancement techniques find wide range of applications like hearing aids to personal communication, teleconferencing, Automatic Speech Recognition (ASR), Speaker Authentication and Voice operated systems.

The multitaper spectrum estimator is given by

\[ \hat{S}^{mt}(\omega) = \frac{1}{L} \sum_{p=0}^{L-1} \hat{S}_p^{mt}(\omega) \]  

(1)

With

\[ \hat{S}_p^{mt}(\omega) = \left| \sum_{n=0}^{N-1} b_p(n) x(n) e^{-j \omega n} \right|^2 \]  

(2)

Here data length is given by N and \( b_p \) is the p\(^{th} \) sine taper used for spectral estimate [12] and \( b_p \) is given by

\[ b_p(n) = \left\{ \begin{array}{ll} \frac{2}{N+1} \sin \frac{\pi p (m+1)}{N+1}, & m = 0, \ldots, N-1 \end{array} \right. \]  

(3)

Further refinement of spectrum is obtained by applying wavelet thresholding techniques

\[ v(\omega) = \frac{\hat{S}^{mt}(\omega)}{\hat{S}(\omega)} \sum_{l=1}^{L} \frac{1}{2} \]  

(4)

\[ 0 < \omega < \pi \]

Where \( v(\omega) \) is the ratio of the estimated multitaper spectrum to the true power spectrum. Taking logarithm on both sides, we get

\[ \log \hat{S}^{mt}(\omega) = \log \hat{S}(\omega) + \log v(\omega) \]  

(5)

From this equation, we conclude that sum of the true log spectrum and noise can be treated as log of multitaper spectrum. If \( L \) is at least equivalent to 5 then \( \log v(\omega) \) will be nearer to normal distribution and the random variable \( n(\omega) \) is given by

\[ n(\omega) = \log v(\omega) - \Phi(L) + \log(L) \]  

(6)

\[ Z(\omega) \] is defined as

\[ Z(\omega) = \log \hat{S}^{mt}(\omega) - \Phi(L) + \log(L) \]  

(7)

The idea behind multitaper spectral refinement [11] can be summarized as

1. Obtain the multitaper spectrum of noisy speech using orthogonal sine tapers by equation1.
2. Apply Dabauches Discrete Wavelet Transform to get the DWT coefficients.
3. Perform thresholding procedure on the DWT coefficients.
4. Apply Inverse Discrete Wavelet Transform to get the refined log spectrum.

![Fig.1. Multiple window method for spectrum estimation by individual windows.](image1.png)

![Fig.2. Speech signal(ntlb.wav)](image2.png)
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IV. NOISE ESTIMATION BY WEIGHTED SPECTRAL AVERAGING

Noise estimation algorithms work on the assumption that the duration of analysis segment is too long enough that it should contain both low energy segments and speech pauses. Noise present in analysis segment is more stationary than speech. This paper uses noise estimation based on the variance of the spectrum suggested in [12]. The noise spectrum updating will take place when the magnitude spectrum of noisy speech falls within a variance of the noise estimate. The noise spectrum was updated based on the following condition:

$$|\hat{S}^{mt}(\lambda, K)| - \sigma_d(\lambda, K) < \epsilon \sqrt{Var_d}(\lambda, K)$$  (8)

Where $Var_d(\lambda, K)$ represents the instantaneous variance of the noise spectrum and $\epsilon$ is a adjustable parameter, $|\hat{S}^{mt}(\lambda, K)|$ is multitaper magnitude spectrum and $\sigma_d(\lambda, K)$ is the estimate of the noise PSD. The variance of the noise spectrum was evaluated using the recursive equation

$$Var_d(\lambda, K) = \delta Var_d(\lambda - 1, K) + (1 - \delta)(|\hat{S}^{mt}(\lambda, K)| - \sigma_d(\lambda, K))^2$$  (9)

Where $\delta$ is a smoothing parameter. ‘$\lambda$’ is a frame index and ‘$K$’ is a frequency bin. The noise estimation algorithm can be summarized as if

If

$$|\hat{S}^{mt}(\lambda, K)| - \sigma_d(\lambda - 1, K) < \epsilon \sqrt{Var_d(\lambda - 1, K)}$$  

$$\sigma_d(\lambda, K) = \alpha \sigma_d(\lambda - 1, K) + (1 - \alpha)|\hat{S}^{mt}(\lambda, K)|$$  (9)

$$Var_d(\lambda, K) = \delta Var_d(\lambda - 1, K) + (1 - \delta)(|\hat{S}^{mt}(\lambda, K)| - \sigma_d(\lambda, K))^2$$  (10)

Else

$$\hat{\sigma}_d(\lambda, K) = \hat{\delta}(\lambda - 1, K)$$  (11)

This paper uses this weighted spectral averaging method for noise estimation from noisy power spectrum using the parameters $\delta=\alpha=0.9$ and $\epsilon=2.5$.

V. PROPOSED METHOD

The implementation details of speech enhancement method can be given as follows:

1. Obtain the multi taper estimate of the Noisy speech using sine tapers using equation 1.
2. Perform spectral refinement with the help of wavelet thresholding procedure, which involves Forward Discrete Wavelet Transform (FDWT), Thresholding and Inverse Discrete Wavelet Transform (IDWT). In this paper Dabauiches wavelets were used at level 5 decomposition by using both soft and hard thresholding.
3. Compute $Z(\omega)$ from the equation (6) and apply Discrete Wavelet Transform to $Z(\omega)$ then threshold the multitaper spectrum for further refinement of spectrum and the refined log spectrum.
4. Estimate of the noise can be evaluated using weighted spectral recursive averaging algorithm discussed in section IV.
5. Perform multitaper spectral subtraction between the refined log spectrum of noisy speech and noise spectrum to get an estimate of Clean Speech spectrum.

Fig.3. (a),(b) and (c) Spectrum obtained by N=1,2,3. ‘N’ is the number of tapers

Fig.4. Final spectrum obtained by averaging
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\( S_{\omega n}^m(\omega) = S_{\omega}^m(\omega) - S_n^m(\omega) \)

and it results in negative values which are rounded as

\[
\hat{S}_n^m = \begin{cases} 
S_n^m, & \text{if } S_n^m > \hat{S}_n^m \\
\beta S_n^m, & \text{if } S_n^m \leq \hat{S}_n^m, 
\end{cases}
\]

where \( \beta \) is spectral floor parameter.

6. Finally the enhanced speech signal can be reconstructed using Inverse Discrete Fourier Transform and overlap-add method.

![Block diagram of proposed method](image)

### VI. RESULTS AND DISCUSSION

Assessment of speech enhancement techniques can be done either by using objective quality or subjective listening tests. Comparative analysis of original speech and processed speech signals by a group of listeners is known as subjective listening test based on human auditory system. Which involves a complex process and it is difficult to identify the persons with good listening skills. While objective evaluation is done on mathematical comparison of clean and enhanced signals. In order to calculate the objective measures, the speech signal is first divided into frames of duration of 10-30 msec. This result in a single measure which gives the average of distortion measures calculated for all the processed frames. This section gives the performance analysis of the proposed method by using four numbers of bands. Simulations were performed in the MATLAB environment. NOIZEUS is used as a speech corpus which is available at [15] and used by the most of the researchers, containing 30 sentences of six different speakers, three are male and other three are female speakers originally sampled at 25 KHz and down sampled to 8 KHz with 16 bits resolution quantization. Clean Speech is distorted by eight different real-world noises (babble, airport, station, street, exhibition, restaurant, car and train) at three distinct ranges of input SNR (0dB, 5dB, 10dB). In this algorithm speech sample is taken from a male speaker, English sentence is "we can find joy in the simplest things". This paper presents the performance evaluation based on different quality measures which are segmental-SNR, Weighted Slope Spectral Distance (WSSD) [13], Log Likelihood Ratio, Perceptual Evaluation of Speech Quality (PESQ) [14] and three different composite measures [13].

#### A. Segmental SNR (seg-SNR)

To improve the correlation between clean and processed speech signals summation can be performed over each frame of the signal [13] this results in segmental SNR. The segmental Signal-to-Noise Ratio (seg-SNR) in the time domain can be expressed as

\[
SNR_{seg} = \frac{10}{M} \sum_{M=0}^{M-1} \log_{10} \left( \frac{\sum_{n=M}^{M+N-1} x^2(n)}{\sum_{n=M}^{M+N-1} (\hat{x}(n) - \hat{x}(n))} \right)
\]

Here \( x(n) \) shows the original speech signal, \( \hat{x}(n) \) is the processed speech signal, frame length is given by \( N \) and the number of frames is given by \( M \). The geometric mean of all frames of the speech signal is seg-SNR [10], whose value was limited in the range of [-10, 35dB]

#### B. Log Likelihood Ratio (LLR)

This measure was based on LPC analysis of speech signal.

\[
LLR(\hat{a}_x, \hat{a}_y) = \log \left( \frac{\hat{a}_x R_x \hat{a}_x^T}{\hat{a}_y R_y \hat{a}_y^T} \right)
\]

\( \hat{a}_x, \hat{a}_y \) are the LPC coefficients of the original and processed signals, \( R_x \) is the autocorrelation matrix of the original signal. In LLR denominator term is always lower than numerator therefore LLR is always positive [13] and the LLR values are in the range of (0-2).
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C. Weighted Slope Spectral Distance (WSSD)

This measure can be evaluated as the weighted difference between the spectral slopes in each band can be computed using first order difference operation [13]. Spectral slopes in each band of original and processed signals are given by

\[
WSSD = \frac{1}{M} \sum_{M=0}^{\infty} \sum_{j=1}^{K} \frac{W(j,m)(X(j,m)-\hat{X}(j,m))^2}{\sum_{j=1}^{K} W(j,m)}
\]  

(16)

D. Perceptual Evaluation of Speech Quality (PESQ)

One among the objective quality measures which provides an accurate speech quality recommended by ITU_T [14] which involves more complexity in computation. A linear combination of average asymmetrical disturbance \(A_{ind}\) and average disturbance \(D_{ind}\) is given by PESQ.

\[
PESQ=4.754-0.186D_{ind}-0.008 A_{ind}
\]  

(17)

E. Composite Measures

Linear combination of existing objective quality measures results in a new measure [10]. This can be evaluated by using linear regression analysis. This paper uses the multiple linear regression analysis to obtain the following new composite measures [13]. These composite measures were measured on a five-point scale.

(i) Signal Distortion (\(C_{sig}\)): The linear combination of PESQ, LLR and WSSD measures results in a new composite measure named as Signal Distortion [13]. This is evaluated using the following equation

\[
C_{sig}=3.093-1.029*LLR+0.603*PESQ-0.009*WSSD
\]  

(18)

(ii) Noise intrusiveness (\(C_{bak}\)): The linear combination of PESQ, seg-SNR and WSSD measures results in a new composite measure named as Noise Distortion [13]. This is evaluated using the following equation.

\[
C_{bak}=1.634+0.478*PESQ+0.007*WSSD+0.063*seg-SNR
\]  

(19)

(iii) Overall Quality (\(C_{ovl}\)): Overall Quality is formed by Linear combination of LLR, PESQ and WSSD measures and is given by

\[
C_{ovl}=1.594+0.805*PESQ-0.512*LLR-0.007*WSSD
\]  

(20)

Scale of signal degradation, background intrusiveness and overall quality measures are shown in table 1, 2, 3.

<table>
<thead>
<tr>
<th>Scale of Signal Distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-No degradation, very natural</td>
</tr>
<tr>
<td>4-little degradation, fairly natural</td>
</tr>
<tr>
<td>3-Somewhat degraded, somewhat natural</td>
</tr>
<tr>
<td>2-fairly degraded, fairly unnatural</td>
</tr>
<tr>
<td>1-very degraded, very natural</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scale of Background Intrusiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-not observable</td>
</tr>
<tr>
<td>4-somewhat observable</td>
</tr>
<tr>
<td>3-observable but not intrusive</td>
</tr>
<tr>
<td>2-Somewhat intrusive</td>
</tr>
<tr>
<td>1-Very intrusive</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scale of Overall quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-excellent</td>
</tr>
<tr>
<td>4-good</td>
</tr>
<tr>
<td>3-fair</td>
</tr>
<tr>
<td>2-poor</td>
</tr>
<tr>
<td>1-bad</td>
</tr>
</tbody>
</table>

To obtain objective quality measures for the proposed method first the multitaper spectrum was obtained using sine tapers. Further spectral refinement is achieved through wavelet thresholding the multitaper spectrum. Then noise spectrum is estimated using weighted spectral averaging. The results were compared against Wavelet de-noising using hard thresholding (WDH) and soft thresholding (WDS) suggested in [16], Spectral subtraction (SS) [17] and Multi Band Spectral Subtraction (MBSS) [18].
<table>
<thead>
<tr>
<th>Type of noise</th>
<th>0dB</th>
<th>5dB</th>
<th>10dB</th>
<th>0dB</th>
<th>5dB</th>
<th>10dB</th>
<th>0dB</th>
<th>5dB</th>
<th>10dB</th>
<th>0dB</th>
<th>5dB</th>
<th>10dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2.12</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SNR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>WSD</td>
<td>2.05</td>
<td>1.88</td>
<td>0.96</td>
<td>0.50</td>
<td>0.84</td>
<td>0.30</td>
<td>0.95</td>
<td>0.51</td>
<td>0.28</td>
<td>0.95</td>
<td>0.51</td>
<td>0.28</td>
</tr>
<tr>
<td>WSD</td>
<td>2.05</td>
<td>1.88</td>
<td>0.96</td>
<td>0.50</td>
<td>0.84</td>
<td>0.30</td>
<td>0.95</td>
<td>0.51</td>
<td>0.28</td>
<td>0.95</td>
<td>0.51</td>
<td>0.28</td>
</tr>
<tr>
<td>WSD</td>
<td>2.05</td>
<td>1.88</td>
<td>0.96</td>
<td>0.50</td>
<td>0.84</td>
<td>0.30</td>
<td>0.95</td>
<td>0.51</td>
<td>0.28</td>
<td>0.95</td>
<td>0.51</td>
<td>0.28</td>
</tr>
<tr>
<td>WSD</td>
<td>2.05</td>
<td>1.88</td>
<td>0.96</td>
<td>0.50</td>
<td>0.84</td>
<td>0.30</td>
<td>0.95</td>
<td>0.51</td>
<td>0.28</td>
<td>0.95</td>
<td>0.51</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Table 4. Objective quality measures Segmental SNR(seg_SNR),Log Likelihood Ratio(LLR),Weighted Slope Spectral Distance (WSSD),Perceptual Evaluation of Speech Quality(PESQ)
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<table>
<thead>
<tr>
<th>Type of noise</th>
<th>I/P SNR</th>
<th>Parameter</th>
<th>C sig</th>
<th>C bak</th>
<th>C ovl</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>WDH</td>
<td>WDS</td>
<td>SS</td>
<td>MBSS</td>
</tr>
<tr>
<td>Airport Noise</td>
<td>0dB</td>
<td>-0.10</td>
<td>0.51</td>
<td>1.88</td>
<td>2.52</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>0.40</td>
<td>1.24</td>
<td>2.87</td>
<td>3.33</td>
</tr>
<tr>
<td></td>
<td>10dB</td>
<td>1.21</td>
<td>1.70</td>
<td>2.73</td>
<td>3.51</td>
</tr>
<tr>
<td>Babble Noise</td>
<td>0dB</td>
<td>-0.13</td>
<td>0.36</td>
<td>1.49</td>
<td>2.43</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>0.42</td>
<td>0.94</td>
<td>2.29</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>10dB</td>
<td>1.10</td>
<td>1.71</td>
<td>3.23</td>
<td>3.69</td>
</tr>
<tr>
<td>Car Noise</td>
<td>0dB</td>
<td>-0.08</td>
<td>0.42</td>
<td>2.03</td>
<td>2.45</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>0.16</td>
<td>0.95</td>
<td>2.57</td>
<td>3.01</td>
</tr>
<tr>
<td></td>
<td>10dB</td>
<td>1.14</td>
<td>1.64</td>
<td>3.20</td>
<td>3.58</td>
</tr>
<tr>
<td>Exhibition Noise</td>
<td>0dB</td>
<td>0.76</td>
<td>0.40</td>
<td>1.78</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>1.06</td>
<td>0.61</td>
<td>2.20</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>10dB</td>
<td>1.42</td>
<td>1.62</td>
<td>2.75</td>
<td>3.39</td>
</tr>
<tr>
<td>Restaurant Noise</td>
<td>0dB</td>
<td>-0.12</td>
<td>1.16</td>
<td>1.75</td>
<td>2.72</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>0.09</td>
<td>1.51</td>
<td>2.47</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td>10dB</td>
<td>0.90</td>
<td>1.81</td>
<td>3.05</td>
<td>3.61</td>
</tr>
<tr>
<td>Station Noise</td>
<td>0dB</td>
<td>0.50</td>
<td>0.51</td>
<td>1.61</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>0.93</td>
<td>0.60</td>
<td>2.71</td>
<td>2.93</td>
</tr>
<tr>
<td></td>
<td>10dB</td>
<td>1.54</td>
<td>1.48</td>
<td>2.83</td>
<td>3.52</td>
</tr>
<tr>
<td>Street Noise</td>
<td>0dB</td>
<td>-0.06</td>
<td>0.20</td>
<td>1.54</td>
<td>2.40</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>0.76</td>
<td>1.48</td>
<td>2.49</td>
<td>2.98</td>
</tr>
<tr>
<td></td>
<td>10dB</td>
<td>0.98</td>
<td>2.06</td>
<td>3.52</td>
<td>3.74</td>
</tr>
<tr>
<td>Train Noise</td>
<td>0dB</td>
<td>-0.07</td>
<td>0.46</td>
<td>1.60</td>
<td>2.66</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>0.46</td>
<td>1.22</td>
<td>2.34</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>10dB</td>
<td>1.22</td>
<td>1.44</td>
<td>2.96</td>
<td>3.53</td>
</tr>
</tbody>
</table>

Table 5. Composite measures(C sig, C bak, C ovl) for eight different types of noises.
Speech Enhancement based on Wavelet Thresholding the Multitaper Spectrum Combined with Noise Estimation Algorithm

Fig. 6. a) Segmental SNR b) Log Likelihood Ratio c) Weighted spectral slope distance d) PESQ e) Signal Distortion ($C_{sig}$) f) Background intrusiveness ($C_{bak}$) g) Overall quality ($C_{ovl}$) measures against input SNR.
Speech Enhancement based on Wavelet Thresholding the Multi taper Spectrum Combined with Noise Estimation Algorithm

Fig. 7. Time domain and spectrogram representation of Clean Speech, noisy speech and enhanced speech signals by SS\cite{17}, MBSS\cite{18}, WDH, WDS\cite{16}, Wavelet thresholding the multi taper spectrum\cite{11} and proposed method.
VI. CONCLUSION

From the results shown in table 4, performance of wavelet de-noising techniques is very poor in terms of all objective quality measures i.e lower values of segmental SNR and PESQ and higher values of LLR and WSSD in all the cases considered when compared to other techniques. The proposed method exhibits its superior performance i.e higher values of segmental SNR and PESQ for all types of noises at three levels of input SNR against all the methods considered. The performance of proposed method decreases in terms of LLR and WSSD when compared to Multi Band Spectral Subtraction method. Composite measures were shown in table 5, indicates that the proposed method provides improvement in terms of all three composite measures when compared to all the four different methods considered. The same results can be shown in the form of graphs by taking average of all eight different noises at three levels in figure 6 from a to g. From the results it can be concluded that the proposed method is suitable for higher values of segmental SNR, PESQ and composite measures. Figure 7, shows the time domain and frequency domain representation of noisy speech, noise and enhanced speech signals for various methods like Spectral Subtraction [17], Multi Band Spectral Subtraction [18], Wavelet de-noising techniques with both soft and hard thresholding [16], Wavelet thresholding the Multitaper spectrum for speech enhancement [11] and proposed methods.

Spectrograms are widely used in speech processing to plot the spectrum of frequencies as it varies with time. The spectrogram can be evaluated as a sequence of FFTs computed over a windowed signal of duration of 20ms. In the time domain Enhanced speech signal from Spectral subtractive type algorithm introduces musical noise; it was eliminated in the Multi Band Spectral Subtraction the same can be observed in spectrograms. Wavelet de-noising techniques shows its performance in suppression of noise. The proposed method gives the enhanced signal closer to original clean speech signal and spectrogram also closer to the spectrogram of clean speech signal.
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