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Abstract—This work focuses on text dependent speaker 

verification system where a source feature specifically 

residual Mel frequency cepstral coefficients (RMFCC), 

has been extracted in addition to a vocal tract system 

feature namely Mel frequency cepstral coefficients 

(MFCC). The RMFCC features are derived from the LP 

residuals whereas MFCC features are derived from the 

cepstral analysis of the speech signal. Thus, these two 

features have different information about the speaker. A 

four cohort speaker’s set has been prepared using these 

two features and dynamic time warping (DTW) is used as 

the classifier. Performance comparison of the text 

dependent speaker verification model using MFCC and 

RMFCC features are enumerated. Experimental results 

shows that, using RMFCC feature alone do not give 

satisfactory results in comparison to MFCC. Also, the 

system’s performance obtained using the MFCC features, 

is not optimum. So, to improve the performance of the 

system, these two features are combined together using 

different combination algorithms. The proposed lowest 

ranking method yields good performance with an equal 

error rate (EER) of 7.50%. To further improve the 

efficiency of the system, the proposed method is 

combined along with the strength voting and weighted 

ranking method in the hierarchical combination method 

to obtain an EER of 3.75%.  

 

Index Terms—Mel frequency cepstral coefficients 

(MFCC), residual Mel frequency cepstral coefficients 

(RMFCC), dynamic time warping (DTW), Source 

features 

 

I.  INTRODUCTION 

A speaker verification (SV) system is one that decides 

whether to accept or reject the identity claim of a speaker 

based on his/her voice [1]. This system does a “one-to-

one” matching between the target’s voice samples and the 

speech of the person whose identity is being claimed, as 

shown in Fig. 1. Its application is found in phone banking, 

password resetting, accessing customer care services, 

credit card activation, transactions, phone top-up etc. 

During enrollment voice models are generated and stored 

for later verification. The SV systems can be classified 

into two types, based on the text to be spoken. One of 

them is the text dependent (TD) and the other is the text 

independent (TI). In TD-SV system, the reference and the 

testing phrase are same. In this case, speakers speak the 

same text during the training and testing period [2], [3], 

[4], [5]. On the other hand, in TI-SV system there is no 

such bound [6].  

Different methodologies have been adopted for TD-SV 

systems, as can be seen from the literature. Several 

features like MFCC [1], [5], [7], [21], [22] pitch [8], 

linear prediction coefficients (LPC) [9], perpetual linear 

prediction coefficients (PLP) [9], [10] etc. are extracted 

from the speech signal. Various pattern matching and 

modeling approaches used in this systems are DTW [8], 

[11], deep neural networks (DNN) [10], [12], Gaussian 

mixture model (GMM) [13], hidden Markov model 

(HMM) [5], [20] etc. From the literature survey, it has 

been observed that combining the features [14], [15], [16] 

or classifiers [15] together can improve the performance 

of the system. Also it is observed that, most of the present 

day systems use mostly the vocal tract system based 

features which lacks the information present in the 

excitation source. So, motivated by this, a source based 

feature i.e. RMFCC [17], [18] is explored in addition to 

the MFCC features. Apart from this, the two features are 

combined using different combination algorithms and 

DTW is used as the classifier. 

The rest of the paper is systematized in the following 

way. Section II describes the development of the baseline 

system. Section III discusses the various combination 

algorithms to combine these two features. The 

experimental results are tabulated and discussed in 

Section IV. Finally, Section V concludes the paper. 

 

II.  BASELINE SYSTEM DEVELOPMENT 

The various steps adopted to build up the baseline 

system using MFCC and RMFCC features is shown in 

Fig. 2. 
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A.  Speech Signals 

A 40 speaker database is taken from Indian Institute of 

Technology Guwahati, which consists of 31 male 

speakers and 9 female speakers. There are three different 

sentences used for this task. These are “Don’t ask me to 

walk like that”, “Get into the hole of tunnel” and “Lovely 

pictures can only be drawn”. Each of these three prompts 

was repeated four times, out of which, three of them are 

taken for the training session and one for the testing 

purpose. The duration taken for uttering these prompts is 

this database, where the first 40 of this list are for genuine  

around 3-5 seconds.  A claim list has been prepared from 

this database, where the first 40 of this list are for genuine 

speakers and the next 80 of them are enlisted for 

imposters. Thus, there are 120 speakers in the claim list.  

 

 

Fig.1. Block diagram of SV system 

 

Fig.2. Block diagram of the baseline system to build up the TD-SV Model 

B.  Pre-processing 

In this stage, the speech signal is processed with 

Hamming window function. Then framing is done such 

that if the frame energy is greater than 6% of the average 

energy, then that particular frame is retained, otherwise it 

is discarded. After which, using endpoint detection 

algorithm, the start and end points are detected. 

C.  Feature extraction 

Two features are extracted from the speech signals. 

One is the MFCC and the other is the RMFCC features. 

 Mel frequency cepstral coefficients (MFCC):  

The MFCCs are the coefficients that collectively make 

up a Mel frequency cepstrum (MFC) [1]. They are 

derived from a type of cepstral representation of the audio 

clip. The shape of the vocal tract system manifests itself 

in the envelope of the short time power spectrum and the 

objective of MFCCs is to accurately represent this 

envelope [19]. The powers of the spectrum, is mapped 

onto the Mel scale, using the formula  

 

𝑚 = 2595 log(1 + f
700⁄ )                     (1) 

 

where m is the Mel scale frequency and f represents the 

frequency of the cepstrum. The difference between the 

cepstrum and MFC is that in MFC, the frequency 

bands are equally spaced on the Mel scale, which 

approximates the human auditory system’s response 

more closely than the linearly spaced frequency bands 

used in the normal cepstrum. 

 Residual Mel frequency cepstral coefficients 

(RMFCC): 

Significant speaker information is present in the 

subband energies of the linear prediction contains the 

excitation source based information and is computed 

from the speech signal s(n) by inverse filtering, given in 

the time domain as 

 

𝑒(𝑛) = 𝑠(𝑛) + ∑ 𝑎𝑘. 𝑠(𝑛 − 𝑘) 
𝑝
𝑘=1             (2) 

 

where ak represents the LP coefficients and p is the order 

of the filter. The subband energies extracted using the 

Mel filter bank followed by cepstral analysis provides a 

compact representation. The resulting cepstral values are 

termed as RMFCCs [17]. 
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(a) 

 

 
(b) 

Fig.3. Behavior of the warping paths for genuine and imposters using (a) MFCC features (b) RMFCC features. 

D.  Cohort set preparation 

A cohort speaker’s set is one where different speakers 

utter the same prompt [3]. Here a four cohort speaker’s 

set is considered. 

E.  Distance matrices calculation  

In this case, DTW algorithm is used for finding the 

Euclidean distance between trained and the test speaker 

model. 

F.  Performance evaluation 

Performance of the TD-SV model using MFCC and 

RMFCC features is measured in terms of EER. The point 

where false acceptance rate (FAR) and false rejection rate 

(FRR) intersect each other is the EER [7]. 

Based on the claim list, DTW scores are obtained by four 

cohort speaker method using MFCC and RMFCC 

features. There are three reference templates for each 

speaker model, to which the test speech is tested to 

generate three distance scores. As four cohort speaker’s 

set is considered, so number of distance scores will be 

4×3 = 12. So, for one speaker, total number of distance 

scores will be 3+12 = 15, using four cohort speaker’s set. 

Here the 1st three scores represent the distances of the 

test model from the corresponding train models of a 

particular speaker and the remaining 12 values represents 

the distance scores of the four cohort speakers. Since, 120 

speakers (1st 40 for genuine and remaining 80 for 

imposters) are considered in the claim list, so total 

number of calculated distance scores will be 120×15. 

From the DTW scores, it was observed that the 1st three 

distance values, in a row are less than the remaining 12 

values, for genuine speakers whereas it is not the case for 

the imposters. 
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Fig.4. Block diagram of the methodology used for TD-SV system using combination algorithms 

The nature of the DTW path shows the mismatch 

between the relative duration of units in the trained and 

test utterances. This path is represented by a sequence of 

points, where the test utterance is represented in the x-

axis and that of trained utterances in the y-axis. 

From Fig. 3, it has been observed that the warping path 

obtained by the DTW algorithm using the MFCC or 

RMFCC features, follows closely to the line of regression 

for genuine speakers whereas it deviates significantly in 

case of imposters. 

Table 1. Performance of the baseline system using MFCC and RMFCC 

features. 

 
 

Performance of the TD-SV system using MFCC and 

RMFCC features is tabulated in Table 1.Experimental 

result shows that, performance obtained using MFCC 

features is better than the RMFCC one. Since MFCC 

features contain the information about the  whole signal 

because it is a vocal tract system based feature whereas 

RMFCC, an excitation source based feature, contains the 

information of only the LP residuals, obtained from 

speech signals. But results are not optimum. Also, many 

genuine speakers are rejected using RMFCC features and 

many imposters are falsely accepted using MFCC 

features. So, in order to improve the performance of the 

system, these two features are combined together using 

different combination algorithms, as discussed in the next 

section. 

 

III.  COMBINING THE MFCC AND RMFCC FEATURES 

USING DIFFERENT COMBINATION ALGORITHMS 

To improve the TD-SV performance, these two 

features are combined together, as shown in Fig. 4. The 

DTW scores obtained by the two systems using the 

MFCC and RMFCC features are combined using 

different algorithms such as weighted method, linear 

combination of frame ratio, hierarchical combination 

method etc. The decision is taken based on a threshold 

value and then performance is evaluated in terms of EER.  

The scheme for combining the evidences obtained 

using the MFCC and RMFCC features can be broadly 

grouped into three categories, namely, abstract level 

combination (ALC), rank level combination (RLC) and 

measurement level combination (MLC) [15]. In the ALC 

technique, each system outputs the most likely speaker of 

the test data. It is therefore done at the decision level of 

each system, to identify the speaker of the test data. In the 

RLC method, each system produces a rank list of 

speakers, based on the frame scores of the test data. Then 

combination is done at the rank level to identify the 

speaker. In the MLC technique, the frame scores obtained 

are considered as the measurement level information of 

the test data. The various algorithms used for combining 

these two features are discussed below.  

A.  Weighted method (WM) 

It is an MLC method. In this method, the normalized 

DTW scores obtained by the two systems using the 

MFCC (Sm) and RMFCC (Sr) features are combined 

together [14], by the formula  

 

𝑆 = 𝑎𝑆𝑟 + (1 − 𝑎)𝑆𝑚                     (3) 

 

where a is the weighting factor and is varied from 0 to 1. 

At an optimum value of a, minimum EER is obtained.  

B.  Linear combination of frame ratio (LCFR) 

It is an MLC method, where the output of the 

individual system is available as measurement values for 

combining and making the decision [15]. In this method, 

the frame scores are generated linearly for all the 

speakers based on the DTW scores using the formula 

 

𝑍(𝑗) = 𝐺(𝑗) + 𝐻(𝑗)                           (4) 

 

where j represents the speaker number. G and H are the 

normalized DTW scores obtained using MFCC and 

Method used EER (%) 

MFCC 17.50 

RMFCC 31.25 
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RMFCC features respectively. After combining the 

scores using equation (4), the 15 DTW scores in a row, 

are grouped into 5 values by taking the mean of the three 

consecutive values, as shown in Fig. 5. The 1st value 

along all the rows is for the target speaker and the 

remaining four values are for the other four cohort 

speakers. From Fig. 5(a), if the 1st value is less than the 

remaining values along all the rows then that genuine 

speaker is accepted otherwise rejected by the system. And 

from Fig. 5(b), for imposters, if the 1st value is less than 

the other values in a row then that imposter is accepted 

and others are rejected by the system. 

 

 
(a) 

 

 
(b) 

Fig.5. Combined score matrix using LCFR method (a) for genuine 

speakers (b) for imposters 

C.  Weighted linear combination of frame ratio (WLCFR) 

It is an MLC combination method. It is almost the 

same as that of the LCFR method, only that a weighting 

factor is used in this case [15]. The weighting factor is 

given by the ratio of the performance obtained by using 

each system to the total performance obtained by the 

systems. The normalized DTW scores, obtained using the 

MFCC and RMFCC features are combined together, by 

the formula 

 

𝐾(𝑗) = 𝑊𝑚𝐺(𝑗) + 𝑊𝑟𝐻(𝑗)                    (5) 

 

where Wm = P1/(P1 +P2) and Wr = P2/(P1 +P2) are the 

weighting factors obtained by using the performance of 

MFCC (P1) and RMFCC (P2) features respectively. After 

obtaining the combined matrix K, shown in Fig. 6, 

decision is taken in the same way as in LCFR method. 

 

 
(a) 

 

 
(b) 

Fig.6. Combined score matrix using WLCFR method (a) for genuine 

speakers (b) for imposters 

D.  Weighted ranking method (WR) 

It is an RLC method, where the output of each system 

is given in terms of rank [15]. In this method, after 

normalizing and grouping the 15 DTW scores as in LCFR 

method, ranks are assigned from 1 to 5, using both 

MFCC and RMFCC features. The lowest DTW score is 

assigned a rank “1” and consecutively a rank higher. 

Then the ranks obtained by both these two features are 

combined by the formula 

 

𝑅𝑥 = 𝑅𝑥1[𝑃1/(𝑃1 + 𝑃2)] + 𝑅𝑥2[𝑃2/(𝑃1 + 𝑃2)]      (6) 

 

where x represents the speaker number. Rx1 and Rx2 are 

the ranks of the speaker using MFCC and RMFCC 

features respectively. A part of the combined rank matrix 

(Rx) is shown in Fig. 7. From Fig. 7(a), if the 1st rank is 

less than the remaining ranks along all the rows then that 

genuine speaker is accepted otherwise rejected by the 

system. And from Fig. 7(b), for imposters, if the 1st rank 

is less than the other ranks in a row then that imposter is 

accepted and others are rejected by the system. 
 

 
(a) 

 

 
(b) 

Fig.7. Combined rank matrix using weighted ranking method (a) for 

genuine speakers (b) for imposters 

E.  Strength voting method (SS) 

It is an MLC method. At first, the DTW scores 

obtained by the MFCC and RMFCC features are 

normalized. The score grouping is same as that of LCFR. 

Then the genuine speakers supported by both the systems 

are identified [15]. Finally, WLCFR method is applied to 

only those speakers supported by the system. 
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F.  Supporting system method (SS) 

It is an ALC method, where decision is taken at the 

output of each system [15]. In this method, voting power 

is given to all the system based on its performance. The 

speakers identified by both the TD-SV systems using 

MFCC and RMFCC features, get the highest number of 

votes. The other speakers identified by any of the system, 

are given a vote less. 

G.  Lowest ranking method (Proposed) 

It is an RLC technique. In this method, ranks are 

assigned in the same way as in WR method using both 

MFCC and RMFCC features, as shown in Fig. 8(a) and 

8(b). The speaker with the lowest score gets a rank “1” 

and consecutively a rank higher for the other speakers. A 

new rank matrix is formed by taking the lower rank 

between the MFCC and RMFCC rank matrices, as shown 

in Fig. 8(c). Then decision is taken in the same way as in 

WR method. To further improve the performance of the 

system, some of the above methods are combined in an 

order called the hierarchical combination method [15]. 
 

 
(a) 

 

 
(b) 

 

 
(c) 

Fig.8. Rank matrix using (a) MFCC features (b) RMFCC features (c) 

lowest ranking method 

H.  Hierarchical combination method (HC) 

In this method, the DTW scores obtained by using 

these two features are normalized. First of all, the rejected 

number of genuine speakers and falsely accepted 

imposters are obtained using MFCC and RMFCC 

features individually. There are 6 rejected genuine 

speakers and 16 number of falsely accepted imposter 

using MFCC features. Using RMFCC, 23 rejected 

genuine speakers and 4 falsely accepted imposters, were 

obtained. Then votes are given to the speakers based on 

the performance of the TD-SV system using MFCC and 

RMFCC features. The speaker who gets the maximum 

number of votes is identified by the SVT system. 

After combining the MFCC and RMFCC features 

using the SVT method, 6 of the genuine speakers are 

rejected by system and 2 of them are falsely accepted. 

Then using WR method to these speakers, the number of 

rejected genuine speakers was same as obtained by the 

SVT method i.e. 6 but no imposters were accepted. 

Finally, the proposed lowest ranking method is applied to 

the remaining rejected genuine speakers and it was 

reduced to 3. 
 

IV.  RESULTS AND DISCUSSION  

It was observed that several genuine speakers were 

rejected and many imposters were falsely accepted when 

MFCC and RMFCC features were used alone. So, in 

order to improve the performance of the system, these 

two features were combined together using different 

combination algorithms.  

Using the weighted method, for an optimum value a of 

0.05, a minimum EER of 15% was obtained. By the 

LCFR method, after DTW score grouping, it was found 

that the 1st
 score is less than the remaining four values for 

genuine speaker’s case whereas it is not the same for 

imposters. But if the 1st
 value is not found to be lower 

than the other four scores in a row for genuine speakers, 

then that genuine speaker was rejected by the system. 

And for imposters, if the 1st value was less than the 

remaining four values, then that particular imposter is 

accepted by the system. The number of rejected genuine 

speakers is found out to be 4 and that of falsely accepted 

imposter is 15. The EER obtained in this case is 14.37%. 

In WLCFR method, the scores are multiplied by 

weighting factor and linearly added in the same way as in 

LCFR. The performance obtained using WLCFR method 

is same as LCFR method. By applying the WR method, it 

is observed that the 1st column in all the rows got the 

lowest rank for genuine speakers whereas it is not the 

same for imposters. But wherever the rank in 1st column 

is not less than the remaining ranks along the rows then 

that genuine speaker is rejected. On the other hand, if the 

rank in the 1st column is less in case of imposter, then 

that particular imposter is accepted by the system. The 

number of rejected genuine speakers and falsely accepted 

imposter is found out to be 5 and 6 respectively. The EER 

in this case is found to be 10%. Using SS method, 

rejected genuine speakers are 3 and that of falsely 

accepted imposter is 9 and EER is 9.37%. The SVT 

method gives an EER of 8.75% with 6 and 2 numbers of 

rejected genuine speakers and falsely accepted imposter 

respectively. The proposed lowest ranking method is a 

simple combination technique where EER is found to be 

7.50% with 3 rejected genuine speakers and 6 falsely 

accepted imposter. In the HC method, the SVT, WR and 

proposed lowest ranking method are applied one after 

another. After applying these three methods 

hierarchically, the number of rejected genuine speakers is 

found to be 3 and that of falsely accepted imposter is 0 

and EER is found to be 3.75%.  
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The performance in terms of EER, obtained using the 

different combination algorithms discussed in the 

previous section is tabulated in Table 2. 

Table 2. Performance obtained by TD-SV system using different 

combination algorithms 

 
 

From Table 2, it is observed that the use of different 

combination algorithms yields good performance.  The 

SS, SVT and lowest ranking methods gives an EER of 

less than 10%. Among all these techniques, the HC 

method gives the best results with minimum EER of 

3.75%. 

 

V.  CONCLUSION 

This paper presents the TD-SV system using the 

MFCC and RMFCC features from the speech signals. 

DTW is used as the classifier and a four cohort based 

method is used. A comparison is done for the 

performances obtained using these two features. MFCC is 

a vocal tract system based feature whereas RMFCC is a 

source information based feature, so experimental results 

shows that RMFCC alone do not give satisfactory results, 

in comparison to MFCC. Also, it is observed that, using 

any of these two features alone, there were many rejected 

genuine clients and falsely accepted imposter. So, these 

two features are combined using different combination 

algorithms. These combination schemes were grouped 

under three categories, namely ALC, RLC and MLC. The 

proposed lowest ranking method is a simple combination 

method and yields a good performance with an EER of 

less than 10%. Among all the combination algorithms, 

performance obtained by the HC method showed the best 

results with an EER of 3.75%. Some other source features 

like discrete cosine transform of the integrated linear 

prediction residual (DCTILPR) [18], Mel power 

difference of spectrum in the subband (MPDSS) [18] etc. 

and system based features like LPC, PLP etc. and also 

different classifiers like GMM, HMM etc., along with 

suitable combination techniques to combine the features 

or the classifiers, can be explored in the future work. Also, 

this work can be evaluated on a larger and a standard 

database. 
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