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Abstract—Texture classification is widely employed in many computer vision and pattern recognition applications. Texture classification is performed in two phases namely feature extraction and classification. Several feature extraction methods and feature descriptors have been proposed and local binary pattern (LBP) has attained much attraction due to their simplicity and ease of computation. Several variants of LBP have been proposed in literature. This paper presents a performance evaluation of LBP based feature descriptors namely LBP, uniform LBP (ULBP), LBP variance (LBPV), LBP Fourier histogram, rotated LBP (RLBP) and dominant rotation invariant LBP (DRLBP). For performance evaluation, nearest neighbor classifier is employed. The benchmark OUTEX texture database is used for performance evaluation in terms of classification accuracy and runtime.

Index Terms—Local binary pattern, texture classification, rotation invariance, Fourier histogram.

I. INTRODUCTION

Texture defines the feel or appearance of a surface of an object. Texture analysis is a major area of pattern recognition and computer vision. There are four major functions of texture analysis, which includes feature extraction, texture discrimination, texture classification, and extracting shape from texture [1]. This paper deals with texture classification using LBP family descriptors. LBP is a simple and efficient feature descriptor that is used in many applications in computer vision and pattern recognition. Many researchers have successfully employed LBP and its variants as face descriptor for face recognition [2]. Nguyen et al. presented object detection using non-redundant local binary patterns [3]. Trefný et al. proposed the extended set of local binary patterns for rapid object detection [4]. Heikkilä et al. used LBP features for description of interest regions [5].

However, texture classification using LBP features has attracted many researchers. This is due to the fact that texture features are localized and LBP can efficiently capture these local features in both grayscale and colour images [6]. Several enhancements to the original LBP have been proposed in the literature. These LBP variants can be classified broadly into three categories. The first category mainly focuses on uniformity of LBP pattern [7]. The class of LBP variants with rotation invariance capability falls under second category [8]. The third category of LBP variants employs certain feature selection mechanism to extract dominant LBP features in turn reduces the dimensionality of the feature space [9].

Texture classification has four major phases as shown in Fig. 1. Initially, the texture image databases are collected and the features are extracted from each texture image in the database. For classification, a subset of the complete database is used as training set and the complementary subset is used to test the classification model. For simplicity, the nearest neighbor classifier is employed in this work. Finally the performance of texture classification is evaluated. This paper presents the performance evaluation of LBP variants such as simple LBP, ULBP, LBP-HF, LBPV, RLBP, and DRLBP. The performance of these LBP variants is evaluated on OUTEX database [10] in terms of classification accuracy, error rate, sensitivity and specificity for various LBP parameters. The rest of the paper is organized as follows. Section 2 describes the texture feature classification using LBP variants. Section 3 discusses the experimental results and Section 4 concludes the paper.
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II. LBP FAMILY DESCRIPTORS FOR TEXTURE CLASSIFICATION

A. Local Binary Pattern (LBP)

Local binary pattern is derived from the relationship of a particular pixel with its neighbors. It first calculates the difference between each neighbor pixel with the reference pixel. A thresholding operator is applied considering the gray level of the reference pixel as threshold as in Equation (1). P is the number of neighbors considered and R is the radius of neighborhood. This results in a binary representation with 8 bits with each bit representing a neighbor. The corresponding decimal value is the LBP of the reference pixel as illustrated in Fig. 1. Repeat the same process for steps in the image and compute histogram of the LBP values which is generally used as a feature vector. The dimensionality of LBP feature vector is 256 [11].

\[
LBP_{p,R} = \sum_{p=0}^{P-1} T(g_p - g_c)2^p
\]

\[
T(x) = \begin{cases} 
1, & \text{if } x \geq 0 \\
0, & \text{else}
\end{cases}
\]

B. Uniform Local Binary Pattern (ULBP)

Uniform LBP is derived from LBP calculated as shown in Equation (1) and by selecting only the uniform patterns [12]. A local binary pattern is said to be uniform if there is only maximum two transitions from 0 to 1 or 1 to 0. Eg: 01100100, 11111100. The major advantage of ULBP is the reduction in dimensionality and reduced computation complexity [8,12].

C. Local Binary Pattern – Histogram Fourier (LBP-HF)

This is computed from discrete Fourier transform of LBP histogram. It is constructed globally for the entire region of interest. First the non-invariant LBP is constructed over the entire image. Then rotationally invariant features are constructed from the Fourier transform of LBP histogram. Since only uniform patterns are considered, the dimensionality of the feature vector is significantly reduced [8].

D. Local Binary Pattern Variance (LBPV)

The simple LBP describes the local spatial pattern and a variance operator is often used to represent the local contrast of the image block considered. LBPV descriptor proposed in [13] is a combined description of both the local spatial pattern and contrast. However, the local variance is used to assign adaptive weight to each LBP as in Equation (2) and (3).

\[
LBPV_{p,R}(k) = \sum_{i=0}^{M} W(LBP_{p,R}(i,j), k), \quad k \in [0,K]
\]

\[
W(LBP_{p,R}(i,j), k) = \begin{cases} 
\text{VAR}_{p,R}(i,j), & \text{LBP}_{p,R}(i,j) = k \\
0, & \text{else}
\end{cases}
\]

E. Rotated Local Binary Pattern (RLBP)

RLBP first computes the simple LBP and assigns the binary weights based on the dominant direction. The dominant direction is calculated as the index of maximum gray level change with respect to the reference pixel as in Equation (4). The dominant direction is given the least weight as in Equation (5) where T(.) is the same as in Equation (1). This is true even if the image is rotated [14].

\[
D = \arg\max_{p=0,1,\ldots,P-1} |g_p - g_c|
\]

\[
RLBP = \sum_{p=0}^{P-1} T(g_p - g_c)2^{\text{mod}(p-D,P)}
\]
F. Dominant Rotation-Invariant Local Binary Pattern (DRLBP)

DRLBP features proposed in [15] are extracted based on RLBP. Unlike many LBP variants, DRLBP retains the non-uniform patterns too for exploring the most important discriminative features of the local image patch. This is achieved by utilizing only the most frequently occurring patterns for classification irrespective of their uniformity. Hence, the dimensionality is significantly reduced while preserving the discriminative power of the features. However, the dimensionality is not constant as it depends on the threshold frequency and the inherent image characteristics itself.

III. EXPERIMENTAL RESULTS AND DISCUSSION

This section presents the details of dataset, performance evaluation metrics, experimental setup and procedure. In addition, the experimental results and discussion are presented.

A. Dataset

The data are collected from OUTEX texture database. It has 16 texture databases with distinct rotation in .ras or .bmp format. For our experiments, we collected 7 databases as listed in Table 1.

<table>
<thead>
<tr>
<th>Database</th>
<th>No. of Images</th>
<th>Training Set</th>
<th>Test Set</th>
<th>Image Size</th>
<th>No. of Classes</th>
<th>Rotations</th>
<th>Image File Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC-0010</td>
<td>4320</td>
<td>480</td>
<td>3840</td>
<td>128x128</td>
<td>24</td>
<td>00,05,10,15,30,45,60,75,90</td>
<td>RAS</td>
</tr>
<tr>
<td>TC-0011</td>
<td>960</td>
<td>480</td>
<td>480</td>
<td>128x128</td>
<td>24</td>
<td>00,05,10,15,30,45,60,75,90</td>
<td>RAS</td>
</tr>
<tr>
<td>TC-0012</td>
<td>9120</td>
<td>480</td>
<td>4320</td>
<td>128x128</td>
<td>24</td>
<td>00</td>
<td>RAS</td>
</tr>
<tr>
<td>TC-0013</td>
<td>1360</td>
<td>680</td>
<td>680</td>
<td>128x128</td>
<td>68</td>
<td>00</td>
<td>BMP</td>
</tr>
<tr>
<td>TC-0014</td>
<td>4080</td>
<td>680</td>
<td>1360</td>
<td>128x128</td>
<td>68</td>
<td>00</td>
<td>BMP</td>
</tr>
<tr>
<td>TC-0020</td>
<td>12240</td>
<td>1360</td>
<td>10880</td>
<td>128x128</td>
<td>68</td>
<td>00,05,10,15,30,45,60,75,90</td>
<td>BMP</td>
</tr>
<tr>
<td>TC-0030</td>
<td>12240</td>
<td>1360</td>
<td>10880</td>
<td>128x128</td>
<td>68</td>
<td>00,05,10,15,30,45,60,75,90</td>
<td>BMP</td>
</tr>
</tbody>
</table>

All the 7 databases have texture images of size 128x128. Each database is split into training and test set as shown in Table 1. The OUTEX – 10, OUTEX –11 and OUTEX –12 databases have 24 classes with samples of canvas, tile and carpet textures. The OUTEX –13, OUTEX –14 , OUTEX –20 and OUTEX –30 databases have 68 classes having samples of canvas, cardboard, carpet, foam, paper, rubber, tile, granite, sandpaper, wood and barley rice textures. Fig. 3 shows sample texture images from each class of OUTEX – 10 database and Fig. 4 shows the samples from each major class of OUTEX – 13 database.

B. Performance evaluation metrics

To evaluate the texture classification performance, the following metrics are employed which are defined in terms of true positive (TP), true negative (TN), false positive (FP) and false negative (FN). These metrics are calculated excluding the inconclusive results.

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \quad (6)
\]

\[
ErrorRate = \frac{FP + FN}{TP + TN + FP + FN} \quad (7)
\]

\[
Sensitivity = \frac{TP}{TP + FN} \quad (8)
\]

\[
Specificity = \frac{TN}{TN + FP} \quad (9)
\]
The experiments are carried out in MATLAB 2013 environment with the system specification of Intel Core i7 Processor (4.2 GHz) with 8GB RAM on Windows 7 64-bit operating system. In this work, we use nearest neighbor classifier with Chi-squared based distance measure.

The experiments are carried out with the following procedure. The database is read and by applying various descriptors discussed in Section 2, the features are extracted using LBP, ULBP.u2 (LBP with uniform patterns), ULBP.ri (LBP with rotation invariance), ULBP (LBP with uniform and rotation invariance), LBPHF, RLBP, LBPV and DRLBP feature descriptors. These features are used to build the classification model. The classification performance is evaluated in terms of classification accuracy, error rate, sensitivity and specificity.

D. Results and Discussion

The performance evaluation of LBP family descriptors namely LBP, ULBP.u2, ULBP.ri, ULBP, LBPHF, RLBP, LBPV and DRLBP for texture classification is carried out with two experiments. In Experiment 1, we fix the parameters R=1 and P=8, and extract features using all the eight feature descriptors. The classification accuracy of these eight feature descriptors with nearest neighbor classifier is shown in Fig. 5. From Fig. 5, it is observed that the descriptors with rotation invariance perform better for databases with texture samples at various rotation angles. The radar plot shown in Fig. 6 shows the error rate of descriptors on different databases. The error rate is high for the OUTEX-TC-14 database except for LBP descriptor. The sensitivity and specificity for each case in Experiment 1 is listed in Table 2. These parameters are calculated omitting the inconclusive results.

![Fig.5. Classification accuracy (in percentage) of LBP family descriptors on various texture databases](image)

![Fig.6. Classification error rate of LBP family descriptors on various texture databases](image)
Table 2. Comparison of Sensitivity and Specificity of LBP family descriptors on various texture databases

<table>
<thead>
<tr>
<th>Sensitivity/Specificity</th>
<th>Descriptor</th>
<th>OUTEX TC - 0010</th>
<th>TC - 0011</th>
<th>TC - 0012</th>
<th>TC - 0013</th>
<th>TC - 0014</th>
<th>TC - 0020</th>
<th>TC - 0030</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>LBP</td>
<td>0.625</td>
<td>1.000</td>
<td>0.683</td>
<td>1.000</td>
<td>0.950</td>
<td>0.519</td>
<td>0.512</td>
</tr>
<tr>
<td></td>
<td>ULBP.u2</td>
<td>0.468</td>
<td>0.950</td>
<td>0.394</td>
<td>1.000</td>
<td>0.450</td>
<td>0.394</td>
<td>0.400</td>
</tr>
<tr>
<td></td>
<td>ULBP.ri</td>
<td>0.625</td>
<td>1.000</td>
<td>0.439</td>
<td>1.000</td>
<td>0.500</td>
<td>0.375</td>
<td>0.569</td>
</tr>
<tr>
<td></td>
<td>ULBP</td>
<td>0.737</td>
<td>0.800</td>
<td>0.489</td>
<td>1.000</td>
<td>0.500</td>
<td>0.444</td>
<td>0.656</td>
</tr>
<tr>
<td></td>
<td>LBPHF</td>
<td>0.681</td>
<td>1.000</td>
<td>0.694</td>
<td>1.000</td>
<td>0.650</td>
<td>0.619</td>
<td>0.512</td>
</tr>
<tr>
<td></td>
<td>RLBP</td>
<td>1.000</td>
<td>0.950</td>
<td>0.872</td>
<td>1.000</td>
<td>0.500</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>LBPV</td>
<td>0.975</td>
<td>0.950</td>
<td>0.455</td>
<td>1.000</td>
<td>0.400</td>
<td>0.931</td>
<td>0.975</td>
</tr>
<tr>
<td></td>
<td>DRLBP</td>
<td>0.981</td>
<td>0.900</td>
<td>0.638</td>
<td>1.000</td>
<td>0.850</td>
<td>0.806</td>
<td>0.800</td>
</tr>
<tr>
<td>Specificity</td>
<td>LBP</td>
<td>0.989</td>
<td>0.987</td>
<td>0.997</td>
<td>1.000</td>
<td>1.000</td>
<td>0.997</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>ULBP.u2</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>ULBP.ri</td>
<td>0.999</td>
<td>0.976</td>
<td>0.999</td>
<td>1.000</td>
<td>0.997</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>ULBP</td>
<td>1.000</td>
<td>0.963</td>
<td>0.999</td>
<td>1.000</td>
<td>0.998</td>
<td>0.999</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>LBPHF</td>
<td>0.994</td>
<td>0.976</td>
<td>0.994</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>RLBP</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>LBPV</td>
<td>0.999</td>
<td>1.000</td>
<td>0.992</td>
<td>1.000</td>
<td>0.998</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>DRLBP</td>
<td>1.000</td>
<td>1.000</td>
<td>0.9990</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>0.998</td>
</tr>
</tbody>
</table>

In Experiment 2, we repeat the same procedure as in Experiment 1 with different values of R and P (Fig. 7). For simplicity, we use only OUTEX TC – 0010 database for this experiment. It is interesting to find that the simple LBP operator has no effect on R and P changes. On the other hand, the maximum classification accuracy is achieved with R=3 and P=8, and DRLBP descriptor achieves the best performance with classification accuracy over 99%.

Fig.7. Classification accuracy (in percentage) of LBP family descriptors on OUTEX TC – 0010 database for different R and P values
IV. CONCLUSION

LBP family descriptors are simple yet efficient and hence used in many pattern recognition applications such as face recognition, object recognition, etc. This paper presented the performance evaluation of LBP family descriptors namely LBP, ULBP, u2, ULBP, ri, ULBP, LBPHF, RLBP, LPBV and DRLBP for texture classification. Two experiments are done to evaluate the performance of these descriptors on OUTEX texture databases. We observed that the LBP family descriptors with rotation invariance capability exhibit better texture classification performance. We also tested these descriptors with different LBP parameters such as radius and neighborhood.
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