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Abstract—Hybrid intelligent system is a combination of 

artificial intelligence (AI) techniques that can be applied 

in healthcare to solve complex medical problems. Case-

based reasoning (CBR) and rule based reasoning (RBR) 

are the two more popular AI techniques which can be 

easily combined. Both techniques deal with medical data 

and domain knowledge in diagnosing patient conditions. 

This paper proposes a hybrid intelligent system that uses 

data mining technique as a tool for knowledge acquisition 

process. Data Mining solves the knowledge acquisition 

problem of rule based reasoning by supplying extracted 

knowledge to rule based reasoning system. We use 

WEKA for model construction and evaluation, Java 

NetBeans for integrating data mining results with rule based 

reasoning and Prolog for knowledge representation. To 

select the best model for disease diagnosis, four 

experiments were carried out using J48, BFTree, JRIP and 

PART. The PART classification algorithm is selected as 

best classification algorithm and the rules generated from 

the PART classifier are used for the development of 

knowledge base of hybrid intelligent system. In this study, 

the proposed system measured an accuracy of 87.5% and 

usability of 89.2%.  

 

Index Terms—Hybrid intelligent system, Data mining, 

Rule based reasoning; Case based reasoning, knowledge 

acquisition. 
 

I.  INTRODUCTION 

Computer systems have an increasing impact on the 

practice of medicine. Artificial intelligence (AI) system is 

one of the promising and ambitious areas of information 

technology to improve human health and longevity. AI 

has a number of important medical applications, such as 

modeling brain functions, speech analysis and synthesis, 

patient monitoring, medical diagnostic systems, drug 

dosage administration and health care services [19]. 

Apart from medical applications, Ioannis and JIM [6] 

described that AI can be used in the design of intelligent 

tutoring system, which uses an expert system to make 

decisions during the teaching process. 

 In medical diagnosis, AI is a study realized to emulate 

human intelligence into computer technology that could 

assist both doctors and patients by providing a laboratory 

for examination, representation and cataloguing of 

medical information as well as by devising novel tools to 

support decision making and research. The increased 

integration of intelligent AI techniques in everyday 

medical applications could improve the efficiency of 

diagnosis and treatments services by supporting patients 

and healthcare practitioners [20].There are various ways 

of solving problems using artificial intelligence, the two 

more popular techniques are case-based reasoning (CBR) 

and rule based reasoning (RBR). Both techniques deal 

with medical data and domain knowledge in diagnosing 

patient conditions as well as recommending suitable 

treatments for the particular patients. They serve to 

improve the quality of medical decision-making, 

increases patient compliance, minimize complications 

and medical errors [21].Rule based reasoning and case 

based reasoning systems can be easily combined to form 

a hybrid intelligent system. In hybrid intelligent systems, 

each AI technique has its own strengths and 

weaknesses.RBR depends on basic rules and regulations 

of the relevant field and the knowledge from the experts. 

However, CBR is a way of solving new problems that can 

adapt to conditions without needing the help of experts 

[22].  

The cost and performance of intelligent system 

depends directly on the quality of acquired knowledge. 

The traditional approach to knowledge acquisition is time 

consuming, costly and error prone as it involves a 

minimum of two expensive people to communicate i.e. 

the domain expert and the knowledge engineer. 

Knowledge acquisition is one of the greatest bottlenecks 

in the development of hybrid intelligent systems. This is 

due to that the human expert will usually have 

insufficient knowledge about intelligent system 

techniques and the expert will find it difficult to describe 

his knowledge completely and correctly [24].In order to 

solve the traditional knowledge acquisition problems and 

to enrich the knowledge base, data mining techniques, 

more general, knowledge discovery techniques can be 

integrated with the hybrid intelligent systems. Data 

mining (DM) is a subfield of machine learning that 

enables finding interesting knowledge (patterns, models 

and relationships) in very large databases [25]. 
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This paper presents a hybrid intelligent system that 

uses data mining technique as a tool for knowledge 

acquisition. The study focuses on applying data mining 

algorithms to a medical database of Tuberculosis (TB) 

and uses the database resulting of the mining process in a 

hybrid intelligent system that will help in medical 

diagnosis and treatment. The proposed system continues 

our previous work [24] by considering an automatic 

knowledge acquisition approach (i.e. using data mining) 

in the development of hybrid intelligent system.  

Data mining is the extraction of interesting and 

previously unknown information or patterns from data 

sources [26]. It can applicable in diverse areas such as 

biological data analysis [36], financial data analysis [37], 

and weather forecasting [38] and so on.  Data mining is 

the central point of knowledge discovery in databases 

(KDD) process and it correspond to the modeling step in 

the knowledge discovery in databases process. It involves 

the application of intelligent methods in order to discover 

new and useful patterns from large volumes of data. 

Several models for KDD process have been proposed, but 

the most known is the industrial model - CRISP-DM. 

Accordingly to this model, KDD is an iterative and 

interactive process consisting of  six steps: business 

understanding, data understanding, data preparation, 

modeling, evaluation of the model and deployment [23]. 

Data mining applications may solve two kinds of 

problems: prediction and knowledge discovery [11] 

[25].For each of these problems it is indicated to use 

some associated methods. For prediction, we may use 

classification or regression, while for knowledge 

discovery we may use clustering, association rules, 

database segmentation, sequence analysis or visualization. 

A classification rule attempts to predict the value of a 

discrete dependent variable from various known 

attributes. One of the most frequently used methods is 

classification based on decision tree. The decision tree 

can predict a new data instance, by following a path that 

starts from the root to a leaf node. One of the advantages 

of decision trees lies in the fact that they can easily 

translate into a set of ‘IF –THEN’ rules, easier to 

understand.  Clustering, often referred to as unsupervised 

learning, involve a process that discovers structures in 

data without any supervision. As the name clustering 

implies, unsupervised algorithm is able to discover 

structures on its own, by exploiting similarities or 

differences between individual data points on a data set. 

Association rules mining is an important data mining 

method that aims to find interesting dependencies in large 

sets of data items. Interesting associations between data 

items can  lead to information used for decision making. 

There are three basic categories of approaches for 

integrating rule-based reasoning (RBR) with case-based 

reasoning (CBR). The categorization is based on the 

importance of each of the two component schemes in the 

inference process [5]. 

Rule-Dominant Approach: This approach focuses on 

the rule-based component and invokes the case-based 

component only when rules are unable to deal with 

specialized situations. This augmentation is done by 

taking the rules as a starting point of problem-solving and 

then invoking case-based reasoning to handle exceptions 

to the rules. 

Case-dominant approach: Here, the CBR module 

comes first followed by the RBR module. In this 

paradigm, the rules play a supportive role to case-based 

reasoning, useful for instance when the case library 

contains a limited number of cases. 

Balanced approach: Balanced approaches follow a 

‘mixed’ paradigm, where the invocation order of the 

integrated components is not preset and usually during 

inference one component dynamically calls the other and 

vice versa. 

For this study, the authors use rule-dominant approach. 

The main reasons for adopting rule-dominant approach as 

demonstrated by [2] are acceptable accuracy of the 

inference process, good explanatory ability and the 

convenient knowledge acquisition process. Moreover, 

this approach allows the cases and rules to be stored 

separately in the knowledge base which makes the system 

a lot easier to be maintained and modified whenever it is 

needed. 

 

II.  RELATED WORKS 

There are a many researches that have been done in the 

area of data mining, knowledge based systems and hybrid 

intelligence systems for improving healthcare services. 

Sellppan and Rafiah [30] have developed a prototype 

intelligent heart disease prediction system using data 

mining techniques, namely, decision tree, naïve bayes 

and neural network. The system uses medical profile such 

as age, sex, blood pressure and blood sugar to predict the 

likelihood of patients getting a heart disease. Kapil and 

Durga [12] presented a general hybrid framework that 

can support design, planning and management of long 

term medical conditions. They propose a combination of 

model-based, case based and rule-based reasoning. The 

model based reasoning is used as separate reasoning 

method only if the combination of case-based and rule-

based methods is unable to suggest a solution.  

I.G.L. da Silva et al. [27] proposed an integration of 

data mining and hybrid expert system. The main goals of 

this work was to apply knowledge discovery in databases 

(KDD) to a medical database of breast cancer, so that 

detection and prediction patterns are discovered, and use 

the database resulting of the mining process in a hybrid 

expert system that help medical diagnosis. Tesfamariam 

and Tibebe [33] have done a research on integrating data 

mining results with the knowledge based system for 

diagnosis and treatment of visceral leishmaniasis. The 

general objective of the study is to investigate the 

construction of visceral leishmaniasis knowledge based 

system through integrated knowledge acquisition 

technique. The authors used the different techniques and 

tools such as rule based knowledge representation 

approach, the different classification algorithms, SWI-

Prolog 6.4.0 with UTF-8 and Java NetBeans IDE 7.3 with 

JDK to achieve the objective of the study. Finally, they 

found that the proposed system could be operational and 
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acceptable if it could be implemented properly. Other 

similar research works are also presented in 

[16][28][29][34] that introduces the use of data mining 

results with the knowledge based system (expert system).  

It can be seen from those mentioned literatures that 

most of the works have been designed up to the stage of 

knowledge mining and representation without further 

discussion on the implementation of automatic 

knowledge based system and integration of other 

reasoning systems. Our work differs from those 

mentioned in the literature that this study suggests a 

model of TB  diagnosis and treatment system integrating 

data mining , rule based reasoning and case based 

reasoning . The induced rules and the collected cases are 

independent and their integration results in improved 

accuracy. Moreover, most of the previous literatures 

didn’t propose a treatment method for clinical activity 

and also didn’t demonstrate user acceptance testing for 

their proposed integrated system. Thus, in this study an 

attempt is made to integrate data mining results with the 

hybrid intelligent system for TB diagnosis and treatment 

and the user acceptance testing of the final prototype 

system is done to ensure that whether the proposed 

system satisfies the requirements of its end-users. 

 

III.  KNOWLEDGE ACQUISITION 

Knowledge acquisition is one of the major bottlenecks 

in the stage of knowledge based system development. 

Two primary approaches to knowledge acquisition are 

elicitation of knowledge from experts (traditional 

knowledge acquisition) and Data mining. 

In this research, the traditional knowledge acquisition 

methods and the data mining classification techniques are 

used for developing the hybrid intelligent system. For the 

case based reasoning (CBR) module, previously solved 

TB patient cases are used to build the case base and for 

the rule based reasoning (RBR) module, the knowledge 

base is built by applying data mining classification 

algorithms from large dataset. In addition, the knowledge 

acquired from existing documents and interviews are 

used as supplementary knowledge for building the hybrid 

system. 

A) Knowledge Acquisition through Traditional Methods  

In this work, the traditional methods (such as interview 

and document analysis) are used primarily for 

understanding the basic concepts related to diagnosis, 

treatment and prognosis of TB disease. More specifically, 

interviews and document analysis are used to access the 

general and domain-specific knowledge and to obtain 

comprehensive example sets. Data mining approach is 

particularly fruitful in automating the knowledge 

acquisition task of rule based reasoning system. However, 

it is a mistake to believe that one can do data mining 

process without a domain expert. Because at the very 

least the researchers need an expert to select the training 

examples and to explain the domain terminology as well 

as to identify the features of the examples which are 

likely to be relevant. Therefore, the researchers used the 

traditional methods to supplement the automatic 

knowledge acquisition of the integrated (hybrid) system 

development. 
 

B) Knowledge Acquisition through Data Mining  

The development of an efficient  intelligent system or 

knowledge based system  involves the development of an 

efficient knowledge base that has to be complete, 

coherent and non-redundant[25].Knowledge acquisition 

is considered to be the most difficult and error- prone task 

in the development of knowledge-based system due to 

that  knowledge acquisition involves communications 

between people with completely different backgrounds, 

human experts and knowledge engineers, who must 

formulate the concepts, relations and control mechanisms 

needed for the knowledge based system [24]. Moreover, 

tacit knowledge is difficult to transfer to another person 

by means of writing it down. In this case, the knowledge 

acquisition problem can be addressed by data mining 

techniques. Knowledge acquisition using data mining 

technique eliminates or reduces the difficulty caused by 

the ‘knowledge acquisition bottleneck’ of rule based 

reasoning systems and automates knowledge acquisition 

by obtaining low-cost and high-quality knowledge base. 

Data mining has been defined as the non trivial 

extraction of implicit, previously unknown and 

potentially useful information from data [18].It uses 

machine learning, statistical and visualization techniques 

to discover and present knowledge in a form, which is 

easily comprehensible to humans. As noted in [26] data 

mining is an iterative and interactive process consisting 

of several steps. To acquire knowledge using data mining, 

the following steps are included in this research. 

i.  Data Selection:  

The first step in data mining is to select the types of 

data to be used. A total of 6330 TB datasets were 

collected from two different places. 5125 datasets were 

collected from FelegeHiwot hospital and 1205 datasets 

from Bahir Dar health Center. Each of those records 

consists of 20 different variables (attributes). For 

validation purpose, the full dataset is split into 80% (5064) 

as training dataset and 20 %( 1266) as testing dataset. 

80% of the original data was selected for training purpose 

since the classifier learns more from large amount of data 

and increases its performance. The test data was selected 

from the original data using simple random sampling 

technique. The dataset contains the following attributes: 

age, weight, Haemoglobin, chroniccough,fever, chest 

pain, bloody sputum, headache, loss of appetite, night 

sweating, weight loss, exhaustion, HIV test, shortness of 

breath, sputum test, X-ray test, FNAC test, CSF test, 

lymph node swelling and TB type.  

ii.  Data Cleaning:  

Refers to detecting and correcting (or removing) 

incomplete, incorrect or irrelevant parts of the data and 

then replacing, modifying, or deleting this dirty data. It is 

the process of ensuring that all values in a dataset are 

consistent and correctly recorded. Since the original TB 
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dataset contains dirty data, data cleaning tasks were 

performed. For example, two attributes namely age and 

weights contain invalid values. To handle those incorrect 

values, attribute mean technique was used to replace the 

missed values for age attribute and manual technique 

used to replace missing values of weight attribute.  
 

iii.  Data Integration: 

Data integration combines data from multiple sources 

into a coherent data store. Since the original dataset 

collected from different sources and the dataset has 

different attributes for different years, entity identification 

problem and redundancy issues are solved by taking the 

common attributes for all years. 

iv.  Attribute Selection:  

In the original data set, there may be some attributes 

which are not related or not important for analysis. The 

removal of inappropriate and unnecessary attributes from 

the dataset is applied on this step of classification. 

Therefore, attributes such as ‘address of patient, ‘ART 

started’, and ‘medical record number’ don’t have any 

significant values for mining purpose and are removed. 

v.  Data Mining and Model Selection:  

Data mining refers to the application of algorithms for 

extracting patterns from data. To build the predictive 

model for TB diagnosis, four classification algorithms 

namely J48, BFTree, JRIP and PART are constructed. J48 

and BFTree are tree based classifiers in WEKA whereas 

JRip and PART are rule based classifiers. In supervised 

learning, the training data are accompanied by class 

labels indicating the class of the observations. Class label 

is the dependent attribute and the rest are independent and 

value of the class label attribute is predicted. In this study, 

the dataset has five classes namely TB Suspect, Smear 

Positive PTB, Smear Negative PTB, Extra PTB and TB 

Negative. 

a) Experiment 1-J48 pruned tree  

Decision trees are data-mining methodologies applied 

in many real-world applications as a powerful solution to 

classification problems. In decision tree experiment, the 

performance of J48 classifier in predicting TB status of 

patients was evaluated. The experiment was conducted 

with the default parameters of WEKA. From the total 

dataset of 6330 records, 5926 were correctly classified 

and the remaining 404 instances were incorrectly 

classified. 

b) Experiment 2- BFTree classifier  

BFTree is also a machine learning method for 

classification. This experiment is based on best first 

decision tree classfier. The experiment has been 

conducted with the default parameters of WEKA with 

respective values and 10-fold cross-validation test mode. 

Then, BFTree has correctly classified 5970 instances out 

of 6330 and it has incorrectly classified 360 instances 

taking 0.57 seconds to build the model.  

 

c) Experiment 3-JRip classifier 

JRip is a rule based classifier that extracts rules from a 

large dataset. With JRip, IF-THEN rules are generated 

from the experimental TB dataset with the default 

parameters of WEKA and 10-fold cross-validation test 

mode. JRip correctly classified 5792 instances from 6330 

and the numbers of incorrectly classified instances are 

538. 

d) Experiment 4-PART classifier  

PART is also a rule-based classifier that uses a set of 

IF-THEN rules for classification. In this experiment 

PART rule induction algorithm is employed and has 

generated 15 rules with 10-fold cross-validation test 

option. This experiment is also conducted with default 

parameters of WEKA and the algorithm classified 

5971instances correctly and 359 instances incorrectly 

from the total number of 6330 instances. 

i.  Model Evaluation 

All the selected algorithms allow generating rules from 

the data set. The results of the algorithms are evaluated 

based on prediction accuracy in classifying the instances 

of the dataset into TB suspect, smear positive pulmonary 

TB (PTB+), smear negative pulmonary TB (PTB-), extra 

pulmonary TB (extra PTB) and TB negative. The 

performance of classifier algorithms is compared and the 

one which performed better is selected as prime choice 

for the knowledge acquisition step. 

The accuracy, precision, recall and f-measure of each 

of the mentioned classifiers which are obtained from the 

experiment are shown in Table 1. 

Table 1. Performance of Classifiers 

CR 

Correctly 

classified 

instances 

Incorrectly 

classified 

instances Prec Recall F 

 Tot % Tot %    

J48 

prune

d 5926 

93.6

% 404 

6.38

% 0.937 0.936 0.936 

BFTre

e 5970 

94.3

2% 360 

5.67

% 0.944 0.943 0.943 

PART 5971 

94.3

% 359 

5.66

% 0.946 0.943 0.943 

JRip 5792 

91.5

% 538 

8.51

% 0.919 0.915 0.916 

 

As shown in Table 1, four experiments were carried 

out using decision tree classifiers (i.e. J48 pruned tree and 

BFTree) and rule based classifiers (i.e. PART and JRrip). 

From this experiment one can observe that the PART 

classifier achieves best accuracy by classifying 5971 

instances out of 6330 correctly comparing with J48, 

BFTree and JRip. Results of JRip, J48 and BFTree show 

that nearly equal number of incorrectly classified 

instances. The highest incorrect classification is 

registered by JRip algorithm. Table 2 depicts the 

confusion matrix of the best performing classifier (i.e. 

PART classifier). 
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Table 2. Confusion matrix of PART classifier 

PTB- 
** 

TB 

negative 

TB 

suspect PTB+*** 

Extra 

PTB* 

Classified 

as 

1362 0 0 50 25 PTB- 

0 1482 89 0 0 TB negative 

0 45 1122 0 45 TB suspect 

14 20 0 808 101 PTB+ 

0 0 45 0 1122 Extra PTB 

TB denotes tuberculosis  

PTB* denotes pulmonary tuberculosis  

PTB-** denotes smear negative pulmonary tuberculosis 

PTB+ *** denotes smear positive pulmonary tuberculosis 

 

e) Rules generated by PART classifier  

In this study, PART classifier has achieved relatively 

the highest in most of performance evaluation criteria 

compared to J48, BFTree and JRIP algorithms. The 

PART classifier has generated 15 rules as shown in Table 

3. The rules acquired from the PART classifier algorithm 

are used for constructing knowledge base. Hence the 

automatic knowledge acquisition task uses the rules 

generated from PART classifier for the integration of data 

mining with hybrid intelligence system.  

Table 3. Rules generated by PART Classification algorithm 

S.N                Rule   

1 Chronic cough=no AND Chest pain = No AND Bloody 

sputum = No AND Weight loss=No : TB negative 

2 Fever =no AND  Chronic cough=no AND  Bloody 

sputum = no: TB negative 

3 fever=yes and chronic cough=yes AND weight loss= yes:  

TB suspect  

4 sputum_test  = negative AND  chronic cough = yes: TB 

suspect 

5 headache=yes AND fever=yes and chronic cough=yes 

AND weight loss= yes AND exhaustion =yes AND 

sputum_test=positive:  Smear positive PTB  

6 headache=yes AND weight loss= yes AND 

sputum_test=negative AND  

X-ray_test=abnormal:  Smear negative PTB 

7  fever=yes and chronic cough=yes AND CSF=positive: 

Extra PTB 

8  fever=yes and chronic cough=yes AND 

sputum_test=negative AND  CSF=positive AND 

FNAC=positive: Extra PTB 

9 sputum_test = positive AND age = 25-49 AND X-

ray_test = normal  AND lymph_node _swelling  = 

no :Smear positive PTB 

10 Headach=no AND fever=yes and chronic cough=yes 

AND sputum_test=negative  AND FNAC=positive: 

Extra PTB 

11 Chronic cough =yes AND X-ray_test = abnormal: Smear  

negative PTB  

12 Sputum_test=positive AND  FNAC =positive: extra PTB 

13 Shortness_of_breath = No AND Chest pain = Yes AND 

Cough = Yes AND Night 

sweats = No AND HIV_test_result = Reactive AND 

Weight loss = No: TB Negative 

14 Shortness_of_breath = Yes AND Chronic Cough = Yes 

AND Chest pain = Yes AND Loss_of_appetite = Yes: 

Smear positive PTB 

15 : TB suspect  
 

 

In consultation with tuberculosis (TB) experts, the 

rules are evaluated to make sure that whether or not they 

are capable of discovering patterns for predicting TB 

status of patients. Based on the evaluation, the rules are 

capable of detecting TB status of the patient even though 

the generated rules are too small to provide a complete 

diagnosis for TB disease.  

f) Knowledge Representation 

The knowledge acquired from data mining 

classification technique is in the form of production rules. 

Production rules are the most popular forms of 

knowledge representation methods for rule based system 

development. They are constructed in the form of ‘if-

then’ format. For the case based reasoning part of the 

hybrid intelligent system, the acquired cases are 

represented using one of the different case representation 

methods that are appropriate for this research. Among the 

different case representation methods, feature-value case 

representation method is used. The reason for 

representing cases using feature-value representation is 

that this approach supports nearest neighbor retrieval 

algorithm and it represents cases in an easy way [8].Cases 

are selected and retrieved in a ranked order based on their 

similarity for the given new case query. For this research, 

nearest neighbor retrieval algorithm is used to measure 

the similarity of input case with cases in the case base. 

 

IV.  INTEGRATING DISCOVERED RULES WITH HYBRID 

INTELLIGENT SYSTEM 
 

As explained in [24], the hybrid intelligent (reasoning) 

system combines rule based reasoning (RBR) and case 

based reasoning (CBR). The integration of the data 

mining results (PART rules) with hybrid reasoning 

system is done through the RBR sub system. The rules 

generated by the PART classifier are used to construct the 

knowledge base of the rule based reasoning module. In 

order to join the WEKA classifier results with rule based 

reasoning part of the hybrid intelligent system, Java 

NetBeans IDE 7.3 with JDK 6 is used.  

For representing rules in the knowledge base and 

constructing hybrid intelligent system, SWI-Prolog 6.4.2 

with UTF-8 is used. Figure 1 shows the overall system 

architecture of integrating data mining results with the 

hybrid intelligent system.   

The system is capable of building domain knowledge 

from the existing datasets and applies this knowledge to 

solve critical problems. As data mining extracts domain 

specific knowledge from large databases, it also enhances 

the knowledge acquisition process of rule based 

reasoning module. The solid lines with arrow heads in 

Figure 1 symbolize the data flows between components. 

The data mining module consists of the processed data 

that are mined. The RBR module starts with extraction of 

domain knowledge using knowledge acquisition methods. 

The RBR system interacts with users through user 

interface in a form of menus, questions and answer. Next, 

the inference engine searches for the appropriate goal that 

matches with the facts and rules based on the answer of 

the user. Finally, if the inference engine succeeds, it 

replies the appropriate result to the user through the user 

interface; otherwise the user is redirected to the CBR 
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module. The integration module maps the knowledge 

acquired from data mining classifier into the knowledge 

 

 

Fig.1. Architecture of the Proposed Hybrid Intelligent System 

base of rule based reasoning. The decision module 

combines the RBR and CBR modules. It allows the RBR 

module to display solutions to the user or it calls the CBR 

module to solve the problem when the RBR module is 

unable to solve the problem. The CBR module involves 

collecting and selecting patient cases, building case base, 

representing cases, measuring similarity for case retrieval 

and retaining the learned case in the case base. As the 

new case is entered, the CBR part of the hybrid system 

matches the new case with the existing case in the case 

base of CBR by using similarity measurement. If relevant 

cases are found within the case base, then the CBR 

module ranks the relevant retrieved cases based on their 

similarity and proposes a solution.  
 

As shown in Figure 1, the user interface allows the user 

to enter the symptoms of the disease and the laboratory 

results into the RBR portion of the hybrid system. The 

facts and rules of the knowledge base in the RBR portion 

are accessed to make a diagnosis and provide 

recommended treatment. If RBR system gives solution to 

the problem, the result of diagnosis is displayed to the 

user. If the rule-based module does not give any solution 

to the given query or problem, the CBR module is 

consulted to make a diagnosis and treatment.  Based on 

the cases recorded beforehand, a diagnosis is made and 

the result is presented to the user through the user 

interface.  

 

V.  TESTING AND EVALUATION 

Evaluation is an important issue for every intelligent 

system. The purpose of the evaluation process is to get 

the end user‘s views on the significance or usefulness of 

the system. The evaluation and testing issue of the system 

answers the question “To what extent the hybrid 

intelligent system give acceptable and accurate diagnosis 

and treatment service to users?” To answer this question, 

system performance testing and user acceptance testing 

methods are used. User acceptance testing is the process 

of ensuring that whether the system satisfies the 

requirements of its end-users. System performance testing 

is applied to evaluate the performance of the hybrid 

intelligent system which helps to compare and contrast 

the domain expert’s judgment and the proposed system’s 

response. 

The testing of hybrid intelligent system involves 

testing the rule based reasoning (RBR) and case based 

reasoning (CBR) modules. Since the representation and 

implementation of RBR and CBR modules are 

independent in the hybrid intelligent system, the process 

of testing procedure for each reasoning modules is 

different. As a result, the performance of rule based 

reasoning and case based reasoning modules are tested 

independently and the average performance of the two 

modules is calculated that represents the performance of 

the integrated system. 

For the purpose of testing the rule based system (RBR), 

six domain experts are selected from FelegeHiwot 

Referral Hospital. The selected experts are professionals 

who work in the TB related disease and participated in 

knowledge acquisition phase as well as in the visual 

interaction of the system. From the total of 47 TB cases 

collected from FelegeHiwot Hospital, 42 patient’s cases 

are diagnosed correctly and 5 patient cases are diagnosed 

incorrectly by the RBR prototype system of the hybrid 

intelligent system. TB patient test cases were distributed 

equally for each expert evaluator. Evaluators start 

evaluation by testing all possible inputs and validate their 

subsequent outputs. The expert evaluators identify 

correctly and incorrectly diagnosed cases by comparing 

the outputs made by the RBR system with that of the 

experts’ decision on the same patient cases. The accuracy 

is calculated by using the formula as follows. 
 

 
 

Where TC is the total number of test cases diagnosed 

correctly and TT is the total number of the test cases.  

Based on the above formula, the accuracy of the RBR 

system is approximately 89.4%. 

Unlike the RBR engine, CBR engine has a built-in set 

of test cases in their case library. Effective use of this 

feature can facilitate the validation process by minimizing 

the involvement of domain experts in the process.  
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Retrieval of previously stored cases to solve new 

problems is the first step in any CBR application. 

Retrieval of similar cases to the new case from previously 

solved cases is followed by the reuse of similar solutions.  

The CBR retrieval test is designed to evaluate the 

correctness of the retrieval function. To conduct the 

retrieval testing, for each test case the relevant TB 

patient’s cases from the case base should be identified. 

For identification of relevant cases, test cases are given to 

the domain expert in order to assign possible relevant 

cases from the case base to each of the test cases. The 

domain expert uses the value of diagnosis and solution 

attributes of the TB cases as the main concept to assign 

the relevant case to the test cases. After the identification 

of the relevant cases to the test cases by the domain 

expert, precision and recall are calculated. The retrieval 

evaluation uses 50 TB patient cases that have been 

collected from FelegeHiwot referral Hospital. 

Table 4. Relevant Cases from Sample Test cases 

Test 

Cases 

Relevant cases from the case base  

Case 2 Case 1, case22,case 30,case20, case30, 

case45,case42 

Case 3 case 13, case2, case 22,case25,case35,case40,case48 

Case 4 case 24, case 10, case 13, case 14,case 15, case 16, 

case 26, case 28 

Case 13 case 23, case 4, case 40, case 16, case 26, case 

28,case 43 

Case 17 case 7,case 19, case 20, case 21, case 22, case 23, 

case 29,case 44 

Case 19 Case1,case 9, case 20, case 21, case 22, case 23, 

case 29 

Case 22 case 19, case 20, case 21, case 2, case 23, case 29 

Case 26 case 13, case 16, case 28 

Case 29 case 24, case 19, case 12, case 23, case 20, case 

19,case 33 

 
 

After finishing for identifying and assigning relevant 

cases to the test cases the next step is calculating the 

recall and precision value of the retrieval performance of 

the CBR system with a threshold value. As different 

authors [21][8] indicated, there is no common standard 

threshold for the degree of similarity that has been used 

for retrieving relevant cases in CBR. Different CBR 

researchers use different case similarity threshold. For 

this study, the threshold level of [1.0, 0.8) is adopted. 

This means cases with global similarity score greater than 

80% are retrieved. 

Table 5. Performance of CBR module using precision and recall 

Test 

Cases 

 Precision Recall 

Case 2 0.825 1.0 

Case 3 1.0 0.89 

Case 4 0.784 0.80 

Case 13 0.85 1.0 

Case 17 0.85 0.88 

Case 19 0.91 0.871 

Case 22 0.712 0.75 

Case 26 1.0 1.0 

Case 29 0.8 0.83 

Average 0.856 0.891 
 

 

 

As shown in table 3 above, the average recall and 

precision results are 85.6% and 89.1% respectively which 

indicates that retrieval was done properly. For every test 

case more than average is registered for both recall and 

precision. But, precision is lower compared to the 

average recall. This may be because of the tradeoff 

between precision and recall.  

In general, the proposed system could perform with 

average accuracy of 87.5% which indicates that the study 

was effective in acquiring the required knowledge 

through data mining for diagnosis and treatment of TB 

disease. 

For testing the user acceptance of a system, a 

questionnaire is prepared to evaluate the user acceptance 

of a system and the evaluators fill the questionnaire after 

they have used the system. The researchers adopted the 

questions from Audrey Mbogho [1], Solomon [3] and 

Seblewongel [8]. The Evaluators fill the questionnaires 

after they have used the system. As a result, the proposed 

system achieved 89.2% of the user acceptance which is 

the promising result to implement the proposed system. 

 

VI.  CONCLUSIONS AND FUTURE WORK 

Intelligent systems can help a great deal in decision 

making through a display of intelligent behavior that may 

include learning and reasoning.  In this research, a hybrid 

intelligent system that supports diagnosis of TB disease 

was developed by integrating data mining techniques as a 

knowledge acquisition step. The aim of integrating data 

mining techniques with the hybrid intelligent systems is 

to reduce the difficulty caused by the ‘knowledge 

acquisition bottleneck’ and to obtain low-cost and high-

quality knowledge base. The system is evaluated using 

different evaluation methods and the system has achieved 

87.5% on system performance testing and 89.2% on user 

acceptance testing. The use of data mining techniques to 

build the knowledge base of the hybrid system can be 

taken as strong features of the system.  However, the 

system lacks to update  rules  in the knowledge  base of 

the  hybrid system  and  the  user  interface  need  to  be  

enhanced  with  a better graphical user interface that 

allows users to choose their language preferences. So, 

further study is needed to improve user interface of 

hybrid intelligent system and to design a system that can 

update rules of the knowledge base. 
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