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Abstract— Blur is an undesirable phenomenon which 

appears as image degradation. Blur classification is 

extremely desirable before application of any blur 

parameters estimation approach in case of blind 

restoration of barcode image. A novel approach to 

classify blur in motion, defocus, and co-existence of 

both blur categories is presented in this paper. The key 

idea involves statistical features extraction of blur 

pattern in frequency domain and designing of blur 

classification system with feed forward neural network.  

 

Index Terms— Blur, Motion, Defocus, Texture feature, 

Neural Network, Pattern Classification. 

 

I. INTRODUCTION 

Bar codes are being extensively used for commercial 

purposes [1]. It can be seen that unique 1-D or 2-D 

barcodes are essential part of product description for 

recognition. Barcodes encode a series of characters or 

symbols to hold explicit information and provide a key 

in database. Product description such as its benefits, 

contents and cost can be easily accessed by barcode. 

Customer can acquire details about a product in a 

superstore, while travelling or at home. Consumer can 

retrieve the product information by first decoding the 

product’s barcode with a scanning device, and then 

communicating this information to product server. 

These days, the user-friendliness of cell phones with 

digital camera facility gives a portable way for 

decoding barcode without use of the traditional laser 

scanner which has lack of portability. Camera phones 

can take an image of the barcode and after that it can 

transfer decoded information to a consumer product 

server to access product description [2].  Despite the 

fact that camera phone provides a mobile platform, 

applying a camera phone in this application is not an 

easy task due to geometric distortion, noise, and 

blurring in image at the time of image acquisition. 

Image blurring [3] is often an issue that affects the 

performance of a bar code identification system. 

There are mainly two kinds of blurring [4]: one is 

motion blur, which is occurred due to the relative 

motion among image acquisition device and object at 

the instance of image capturing. The other is defocus 

blur, which is due to the inaccurate focal length 

adjustment when capturing photos. Blurring induces 

the degradation of image quality. There are two 

approaches of deblurring; one is blind and other non-

blind deconvolution. For blind restoration of barcode 

images it is required to estimate blur parameters for 

deblurring. Before application of any blur parameters 

estimation approach automatic blur classification is 

highly enviable. That is to judge what type of blur is 

available in the captured image.  

Harr wavelet transform has the capability to 

discriminate different types of edges. Tong et al. [5] 

presented a method that applies Haar wavelet 

transform to estimate sharpness factor of the image and 

after that revealed whether this image is sharp or 

blurred and then in case blurred image, they measured 

strength of blur. Yang et al. [6] addressed the motion 

blur detection scheme using support vector machine to 

classify the digital image as blurred or sharp. 

Aizenberg et al. [7] presented a work that identifies 

blur type, estimates blur parameters and perform image 

restoration using neural network. They considered four 

kinds of blur namely rectangular, motion, defocus, and 

Gaussian as a pattern classification problem. Bolan et 

al. [8] proposed an image blurred region detection and 

classification method which can automatically detect 

blurred image regions and classifies the blur types 

without either image deblurring or kernel estimation. 

They developed a new blur metric using singular value 

feature to detect the blurred regions of an image and 

also analyze the alpha channel information and classify 

the blur type of the blurred image regions into defocus 

blur or motion blur, respectively. 

Methods which are dependent on correct 

identification of the edges suffer with two problems. 

First, Edge detection involves using a threshold value 

to decide if a given pixel is blurred or not. Choosing 

incorrect threshold values will result in poor edge 

detection resulting in an incorrect blur decision. 

Second, in presence of noise edge detection algorithms 

give poor results. Liu et al. [9] presented a framework 

for partial blur detection and classification i.e. whether 

some portion of image is blurred as well as what types 

of blur arise in motion and defocus categories. They 

considered maximum saturation of color, gradient 

histogram span and spectrum details as blur features. 

Statistical features have been extensively used in 

object classification. Papageorgiou et al. [10] used 
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global statistical features for classification to detect the 

car objects. Zhang et al. [11] illustrated that image 

representation focused on local features distribution is 

successful for categorization of object and highly 

textured images.  Arivazhagan et al. [12, 13] proposed 

a method based on classification of mosaic images. 

They applied Ridgelet and Curvelet transformation on 

image and then find statistical features of transformed 

images. Devendran et al. [14] discusses texture based 

scene classification problem using support vector 

machine and feed forward neural network. Shamik et al. 

[15] used statistical moments to classify noises using 

feed forward neural network. However, we have not 

found any application of texture features to feature 

extraction for blur classification. In this paper we 

extract statistical features of blur patterns in frequency 

domain and classified using feed forward neural 

network. 

This paper is organized into nine sections including 

the present section. In section two to six, we discuss 

the theory of image degradation model, barcode 

segmentation, blur patterns, statistical features and feed 

forward neural network respectively. Section seven 

describes the methodology of blur classification 

scheme. Section eight discusses experimental results 

and in the final section nine, conclusion is discussed.  

 

II. IMAGE DEGRADATION MODEL 

The degradation process of an image can be 

modelled by the following convolution process as 

described in [3, 4]: 

 

 (   )   (   )   (   )    (   )                      ( ) 
 

Where  (   ) is the degraded image,  (   )  is the 

uncorrupted original image,  (   ) is the point spread 

function that caused the degradation and  (   ) is the 

additive noise in spatial domain. In view of the fact 

that, convolution operations used in spatial domain is 

equivalent to the multiplication in frequency domain, 

so image degradation model is: 
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Motion blur occurs in an image because of relative 

motion between image capturing device and the scene. 

Let the image to be acquired has a relative motion to 

the capturing device by a regular velocity (vrelative) and 

makes an angle of α radians with the horizontal axis for 

the duration of the exposure interval [0,texposure], the 

distortion is one dimensional. Expressing motion 

length as                           the point spread 

function (PSF) for spatial domain can be modeled as [9, 

10]: 
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The defocus blur also known as out of focus blur is 

appears due to a system of circular aperture. It can be 

modeled as a uniform disk as [11, 12]: 
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Where R defines the radius of the disk. 

Sometimes image contains co-existence of both 

blurs.  In that case the blur model becomes: 
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Where  (   ),  (   ) are point spread functions for 

motion and defocus blur respectively and   is 

convolution operator. The degradation process model 

equations (1) and (2) can be expressed as (6) and (7) in 

frequency domain respectively: 
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III. BARCODE SEGMENTATION 

The initial step is localization of barcode area in 

camera based document image. To crop barcode from 

image we must find two points corresponding to the 

top-left and bottom-right corner of the barcode area. In 

literature, a variety of approaches available for 

localization of 1-D or 2-D bar code by spatial domain 

investigation [25–29], with Gabor filter [30] and 

frequency domain examination [31-32]. A difference 

of gradient method is used for barcode segmentation. 

The principle behind this approach is that a 1-D 

barcode consists of vertical bars. Therefore, we may 

trace the barcode by finding area with high horizontal 

gradients and low vertical gradients. Based on this idea, 

following gradient difference operation has been 

applied to an image (   ): 
 

 

                                         ( ) 
 

Where XG and 
yG are absolute values of gradient in 

x and y direction. Sobel operator is applied to calculate 

gradient because it smoothes the input image by a 

superior amount and more robustness to noise due 

larger convolution mask. The Sobel operator [33] 

computes the gradient by using the discrete differences 

between the rows and columns of 3x3 neighborhoods 

using convolution mask as given in Fig.1.  

X yG G
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Figure.1: Sobel convolution masks 

 

So the gradient is computed by the following equations 

where Z’s are the intensities arranged as in Fig.2. 
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Figure.2: Image neighborhood 

 

Afterwards, we low-pass filtered the result to 

eliminate isolated edges and noise. The point where 

this operation is maximized is assumed to be located 

within the barcode. From this point, we move outwards 

to establish precise left and right bounds for the entire 

barcode. Fig.3 shows the original image captured using 

mobile camera phone and figure 4 is segmented image.

      

   
Figure.3: camera image containing barcode[34]  

 

 

Figure.4: Segmented barcode image 

 

IV. BLUR PATTERNS 

Blurring reduces significant features of image such 

as boundaries, shape, regions, objects etc., which 

creates problem for image analysis in spatial domain. 

The motion blur, defocus blur are appeared differently 

in frequency domain, and the blur categorization can 

be easily done using these patterns. If we convert the 

blurred image in frequency domain, it can be seen from 

frequency response of motion blurred image that the 

dominant parallel lines appear which are orthogonal to 

the motion orientation with near zero values [16, 17, 18 

and 19].  In defocused blur one can see appearance of 

some circular zero crossing patterns [20, 21 and 22]. 

Fig.5 shows the effect of different blurs on the Fourier 

spectrum of original image.  We can consider these 

patterns in frequency domain as image itself. 

 

(a) (b) 

(c) (d) 

(e) (f) 

Figure. 5: (a) Original barcode image [34] (b) Motion blurred 

image (c) Fourier spectrum of original image (d) Fourier 

spectrum of blurred image with motion length 10 pixels and 

motion orientation 450 (e) Fourier spectrum of blurred image 

with defocus blur of radius 5 (f) Fourier spectrum of image 

with coexistence of both blurs 

 

V. FEATURES SET 

Texture belongs to the surface and structure 

representation of an Image. Texture is a usual 

repetition of an element or pattern on a surface. Image 

textures are complex visual patterns consist of entities 

or regions with sub-patterns with the different 

characteristics such as intensity, color, shape, size, etc. 

An image region has a constant texture if a set of its 
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characteristics are constant, slowly changing or 

approximately periodic. 

Blurred images have specific patterns in frequency 

spectrum. Statistical methods examine [23, 24] the 

distribution by analyzing local features at all point and 

getting statistical measures from the distributions. 

Statistical functions such as mean, median, standard 

deviation and moments are most frequent to 

characterize data set, which have been used as pattern 

features in many applications. Central moments are one 

of the principal features used for describing the shape 

of a histogram. Higher moments can be used to classify 

the actual shape of the distribution function. 

Let λi be a discrete random variable that represents 

gray level in an image and let  (  )              
 , be the respective probability density function, where 

L is the number of available gray levels or intensities. 

A histogram is an estimation of the probability of 

occurrence of intensity values λj as measured by  (  ). 
Thus the central moment function is given by the 

equation: 

 

   ∑ (    )
    

    (  )                                      (11) 

 

Where n is the order of moment. 

Features extraction is done by computing the 

common descriptors based on statistical moments up to 

fourth order and in addition that uniformity and 

entropy also measured. So the combination of central 

moments and statistical moments is used as hybrid 

feature sets. The feature set consists of six features as 

follows. 

Feature(1): Mean (m)- computes the average 

intensity. It is the standardized first central moment of 

the probability distribution in image. 

 

  ∑   
   
    (  )                         (12) 

 

Feature(2): Standard deviation(σ)-computes the 

average contrast. It is the standardized second central 

moment of the probability distribution. 

 

  √  ( )                          (13) 

 

Feature(3): Smoothness (R)- computes the relative 

smoothness of the gray values in a region. R has 0 

value for a area of constant intensity and tends to 1 for 

areas with large variation in the value of its gray levels. 

  

      (    )                          (14) 

 

Feature(4): Skewness(S) – computes the third 

moment, is a measure of symmetry of distribution. S 

gives 0 value for symmetric histograms about the mean 

otherwise gives either positive or negative value 

depending whether histogram has been skewed above 

or below the mean. 

 

   ∑ (    )
    

    (  )                                     (15) 

Feature(5): Uniformity (U) – is also known as 

energy. It gives a maximum value when all gray levels 

are equal probable and decreases from there. 

 

  ∑   (  )
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Feature(6): Entropy (E) – A measure of randomness. 

 

   ∑  (  )
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Thus six statistical features (12-17) are calculated for 

every image.  

 

VI. FEEDFORWARD NEURAL NETWORK 

A successful pattern recognition methodology [15] 

depends greatly on the particular choice of the 

classifier. An artificial neural network is system which 

can be seen as an information-processing paradigm. 
ANN has been designed as generalizations of 

mathematical models identical to human cognition 
system. They are composed of interconnected 

processing units called neurons that work as a 

collective unit. It can be used to establish complex 

relationships among inputs and outputs by identifying 

patterns in data. The feed forward neural network 

refers to the neural network which contains a set of 

source nodes which forms the input layer, one or more 

than one hidden layers, and single output layer. In case 

of feed forward neural network input signals propagate 

in one direction only; from input to output. There is no 

feedback path i.e. the output of one layer does not 

influence same layer. One of the best known and 

widely acceptable learning algorithm in training of 

multilayer feed forward neural networks is Back-

Propagation. The back propagation is a type of 

supervised learning algorithm, which means that it 

receives sample of the inputs and associated outputs to 

train the network, and then the error (difference 

between real and expected results) is calculated. The 

idea of the back propagation algorithm is to minimize 

this error, until the neural network learns the training 

data. This can be implemented by: 

 

)()()1( nwOnw jipjpjji                  (18) 

 

Where  is the learning rate, α is the momentum, pj

is the error and n is the number of iteration. 

 

VII. METHODOLOGY 

The steps of the algorithm to classify blur are 

detailed in figure6. These are seven major steps: image 

acquisition, preprocessing of images, calculation of 

logarithmic frequency spectrum, feature extraction of 

blur pattern, data normalization, designing of neural 

network classifier system and result analysis. 



38 Texture Features based Blur Classification in Barcode Images  

Copyright © 2013 MECS                                        I.J. Information Engineering and Electronic Business, 2013, 5, 34-41 

In the initial steps we introduced blurs namely 

motion, defocus and co-existence of both blur with 

varying degree of parameters to the preprocessed 

images. Then we find the logarithmic frequency 

spectrum of blurred and non blurred image to get the 

blur patterns. Once the blur patterns acquired, the 

method demands the extraction of features. So the 

statistical texture features have been calculated in the 

next step to prepare the training and testing database. 

Finally with this feature database training and testing 

performed using feed forward back propagation neural 

network. Fig.6 describes the overall methodology. 

 

 

VIII. EXPERIMENTAL RESULTS 

The performance of the proposed technique has been 

evaluated using many camera based barcode images. 

The WWU Muenster Barcode Database [34] of 

barcode images has been used in order to carry out 

experimental work. We have taken 100 barcode images. 

Then, the three different classes of blur (motion, 

defocus and mixed) were synthetically introduced with 

different parameters to make the databases of 3000 

blurred images (i.e., 1000 images with each class of 

blur). 

The classification is achieved using a feed forward 

neural network with single input layer consist of six 

neurons (selected for the six statistical texture features), 

two hidden layer with ten and six neurons and single 

output layer consists of four neurons. Back propagation 

is pertained as network training principle where the 

training dataset is designed by the extracted moment 

features of the blur patterns.  

The whole training and testing features set is 

normalized into the range of [0, 1], whereas the output 

class is assigned to zero for the lowest probability and 

one for the highest. Out of 3000 blurred images we 

have used half of them for training and remaining for 

testing. In blur classification problem, we have used  

the four quantities of result evaluation as specified 

below: 

(i) True Positive (TP) 

In case of test pattern is positive and it is categorized 

as positive, it is considered as a true positive. 

(ii) True Negative (TN): 

In case of test pattern is negative and it is 

categorized as negative, it is considered as a true 

negative.  
(iii) False Positive (FP) 

In case of test pattern is negative and it is 

categorized as positive, it is considered as a false 

positive. 

(iv) False Negative (FN): 

In case of test pattern is positive and it is categorized 

as negative, it is considered as a false negative 
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The aim of any classification technique is 

maximizing the number of correct classification given 

by True Positive Rate (TPR) and True Negative Rate 

(TNR), whereas minimizing the wrong classification 

given by False Positive Rate (FPR) and False Negative 

Rate (FNR) as given in equations (19)-(22). 

The values of positive and Negative samples used as 

testing samples are 1000 and 2000, respectively for  

each blur categories. The data in Table I give the above 

discussed rates given by the classifier. Testing results 

Barcode Area Localization 

 

Barcode Segmentation 

 

Feed Forward Neural Network 

Input Image  

Training Sample Collection 

 

Find Log Frequency Power 

Spectrum 

Calculate Statistical Moments 

Features 

 

Testing Sample Collection 

 

Find Log Frequency Power 

Spectrum 

Calculate Statistical Moments 
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Training patterns  Test patterns  
        Results  

Figure6: Blur Classification Frame –Work 
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give classifications accuracies as 95.9 %, 96.3%, and 

99.2% for motion, defocus and mixed blur categories 

respectively. Classification accuracy is calculated as 

mean of true positive rate and true negative rate. 
 

Table I 

 Classification Results(in percentage) 

Blur Type True 

Positive 

Rate 

True 

Negative 

Rate 

False 

Positive 

Rate 

False 

Negative 

Rate 

Motion Blur 94.6 97.2 2.8 5.4 

Defocus Blur 97.4 95.2 4.8 2.6 

Mixed Blur 99.4 99.0 1.0 .6 

Motion Blur Classification Accuracy   95.9 

Defocus Blur Classification Accuracy   96.3 

Mixed Blur Classification Accuracy    99.2 

 

IX. CONCLUSION 

In this paper, we have proposed a new blur 

classification scheme for barcode images taken by 

mobile cameras. The scheme makes use of the ability 

of statistical feature to discriminate blur patterns 

appear in frequency domain. This work shows 

identification of blur type can help to choose the 

appropriate blur parameter estimation approach for 

non-blind restoration of barcode images.  
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