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Abstract — Congeive method is used in this research to create portfolio of movement robot manipulator. Gradient descent (GD) artificial intelligence based switching feedback linearization controller was used and robot's postures and trajectory were expected in MATLAB/SIMULINK environment. Feedback linearization controller (CTC) is an influential nonlinear controller to certain systems which it is based on feedback linearization and computes the required torques using the nonlinear feedback control law in certain systems. Practically a large amount of systems have uncertainties accordingly this method has a challenge. Switching feedback linearization controller is a significant combination nonlinear stable-robust controller under condition of partly uncertain dynamic parameters of system. This technique is used to control of highly nonlinear systems especially in nonlinear time varient nonlinear dynamic system. To increase the stability and robustness with regards to improve the robustness switching methodology is applied to feedback linearization controller. Lyapunov stability is proved in proposed controller based on switching function. To compensate for the dependence on switching parameters baseline methodology is used. The nonlinear model dynamic formulation problem in uncertain system can be solved by using artificial intelligence theorem. Fuzzy logic theory is used to estimate the system dynamic. Forward kinematics implemented the manipulator's movements. Results validated the robot's range of possible postures and trajectories.

Index Terms — Feedback linearization controller, sliding switching mode methodology, Mamdani’s fuzzy inference system, gradient descent optimization, artificial based controller

I. INTRODUCTION

In modern usage, the word of control has many meanings, this word is usually taken to mean regulate, direct or command. The word feedback plays a vital role in the advance engineering and science. The conceptual frame work in Feedback theory has developed only since world war II. In the twentieth century, there was a rapid growth in the application of feedback controllers in process industries. According to Ogata, to do the first significant work in three-term or PID controllers which Nicholas Minorsky worked on it by automatic controllers in 1922. In 1934, Stefen Black was invention of the feedback amplifiers to develop the negative feedback amplifier[3]. Negative feedback invited communications engineer Harold Black in 1928 and it occurs when the output is subtracted from the input. Automatic control has played an important role in advance science and engineering and its extreme importance in many industrial applications, i.e., aerospace, mechanical engineering and robotic systems. Controller is a device which can sense information from linear or nonlinear systems to improve the systems performance [1-3]. The main targets in designing control systems are stability, good disturbance rejection, and small tracking error[4-5]. Several industrial systems are controlled by linear
methodologies (e.g., Proportional-Derivative (PD) controller, Proportional-Integral (PI) controller or Proportional-Integral-Derivative (PID) controller), but when system works in various situation and have uncertainty in dynamic models nonlinear methodology is introduced. In some applications systems are used in an unknown and unstructured environment, therefore strong mathematical tools used in new control methodologies to design nonlinear robust. Nonlinear controllers are divided into to six groups, namely, feedback linearization (computed-torque control), passivity-based control, sliding mode control (variable structure control), artificial intelligence control, Lyapunov-based control and adaptive control[1, 6-14].

Feedback linearization controller (CTC) is a powerful nonlinear controller which it widely used in control of nonlinear systems. It is based on feedback linearization and computes the required arm torques using the nonlinear feedback control law. This controller works very well when all dynamic and physical parameters are known but when the system has variation in dynamic parameters, in this situation the controller has no acceptable performance[14]. In practice, most of physical systems parameters are unknown or time variant, therefore, computed torque like controller used to compensate nonlinear dynamic equation of this system[1, 6]. Research on feedback linearization controller is significantly growing on nonlinear system application which has been reported in [1-5, 6-7]. Vivas and Mosquera [6]have proposed a predictive functional controller and compare to feedback linearization controller for tracking response in uncertain environment. However both controllers have been used in feedback linearization, but predictive strategy gives better result as a performance. A computed torque control with non parametric regression models have been presented for a robot arm[7]. This controller also has been problem in uncertain dynamic models. Based on [1-5]and [6-7] feedback linearization controller is a significant nonlinear controller to certain systems which it is based on feedback linearization and computes the required arm torques using the nonlinear feedback control law. When all dynamic and physical parameters are known, feedback linearization controller works fantastically; practically a large amount of systems have uncertainties, therefore switching sliding feedback linearization controller is one of the best case to solve this challenge. Switching sliding feedback linearization controller is a powerful nonlinear robust controller under condition of partly uncertain dynamic parameters of system. This methodology is used to control of highly nonlinear systems especially for nonlinear systems. This methodology is used to solve two important challenges in pure feedback linearization controller, namely; stability and robustness. However this methodology works very good especially in nonlinear systems but it has an important challenges; nonlinear system’s dynamic formulation in uncertain dynamic parameter. The nonlinear dynamic formulation problem in uncertain system is solved by using fuzzy logic theorem [8]. Fuzzy logic theory is used to estimate the system’s dynamics. To estimate the system dynamics, performance-based fuzzy switching feedback linearization controller is designed. This methodology is based on estimated nonlinear dynamic parameters by Mandani fuzzy inference system. Pure feedback linearization controller and proposed methodology have difficulty in tune the controller’s coefficient. It is possible to solve this problem by combining proposed methodology and gradient descent optimization (GDO). This method is based on resolve the switching feedback linearization controller (q). Lyapunov stability is proved in fuzzy feedback linearization controller based on switching function [15-16].

Most important challenges to control nonlinear system are stability and robustness. Feedback linearization controller is one of nonlinear controller; this controller has good XYZ position and orientation (POSE) in certain system. To eliminate this challenge artificial intelligence (AI) based on fuzzy inference system is used; this method can estimate the uncertainty. To proof stability based on LYAPUNOV formulation switching methodology is applied to AI based computed torque controller. This method is guarantee stability and limitation robustness. To reduce the dependence on controller’s coefficient (e.g., sliding surface) PID baseline method is used and applied to AI based switching computed torque methodology.

This paper is organized as follows: In section 2, main subject of modeling robot manipulator formulation, forward kinematics, feedback linearization method, switching stable methodology, baseline methodology and fuzzy logic method are presented. Detail of proposed methodology is presented in section 3. In section 4, the simulation result is presented and finally in section 5, the conclusion is presented.

II. THEORY

A. Dynamic Formulation of PUMA robot Arm

Dynamic modeling of robot manipulators is used to describe the behavior of robot manipulator such as linear or nonlinear dynamic behavior, design of model based controller such as pure sliding mode controller which design this controller is based on nonlinear dynamic equations, and for simulation. The dynamic modeling describes the relationship between joint motion, velocity, and accelerations to force/torque or current/voltage and also it can be used to describe the particular dynamic effects (e.g., inertia, coriolis, centrifugal, and the other parameters) to behavior of system[1]. The Unimation PUMA 560 serially links robot manipulator was used as a basis, because this robot manipulator is widely used in industry and academic. It has a nonlinear and uncertain dynamic parameters serial link 6 degrees of freedom (DOF) robot manipulator [17-21]. The equation of an n-DOF robot manipulator governed by the following equation [1, 4, 22-24]:

\[ \mathbf{M}(\mathbf{q})\ddot{\mathbf{q}} + \mathbf{N}(\mathbf{q}, \dot{\mathbf{q}}) = \mathbf{\tau} \]  

(1)
Where \( \tau \) is actuation torque, \( M(q) \) is a symmetric and positive definite inertia matrix, \( N(q, \dot{q}) \) is the vector of nonlinearity term. This robot manipulator dynamic equation can also be written in a following form [25-31]:

\[
t = M(q)\ddot{q} + B(q)[\dot{q} \dot{q}] + C(q)[\dot{q}]^2 + G(q)
\]  

(2)

Where \( B(q) \) is the matrix of coriolis torques, \( C(q) \) is the matrix of centrifugal torques, and \( G(q) \) is the vector of gravity force. The dynamic terms in equation (2) are only manipulator position. This is a decoupled system with simple second order linear differential dynamics. In other words, the component \( \ddot{q} \) influences, with a double integrator relationship, only the joint variable \( q_i \), independently of the motion of the other joints. Therefore, the angular acceleration is found as to be [3, 31-50]:

\[
\ddot{q} = M^{-1}(q)(n-q(q, \dot{q}))
\]

(3)

This technique is very attractive from a control point of view.

B. Forward Kinematics of PUMA robot

Calculate the relationship between rigid bodies and end-effector without any forces is called Robot manipulator Kinematics. Study of this part is pivotal to calculate accurate dynamic part, to design an acceptable performance controller, and in real situations and practical applications. As expected the study of manipulator kinematics is divided into two main parts: forward and inverse kinematics. Forward kinematics has been used to find the position and orientation of task (end-effector) frame when angles and/or displacement of joints are known. Inverse kinematics has been used to find possible joints variable (displacements and angles) when all position and orientation of end-effector be active [1].

The main target in forward kinematics is calculating the following function:

\[
\Psi(X, q) = 0
\]

(4)

Where \( \Psi(\cdot) \in \mathbb{R}^n \) is a nonlinear vector function, \( X = [X_1, X_2, \ldots, X_7]^T \) is the vector of task space variables which generally end effector has six task space variables, three position and three orientation, \( q = [q_1, q_2, \ldots, q_7]^T \) is a vector of angles or displacement, and finally \( n \) is the number of actuated joints. The Denavit-Hartenberg (D-H) convention is a method of drawing robot manipulators free body diagrams. Denavit-Hartenberg (D-H) convention study is necessary to calculate forward kinematics in serial robot manipulator. The first step to calculate the serial link robot manipulator forward kinematics is link description; the second step is finding the D-H convention after the frame attachment and finally finds the forward kinematics. Forward kinematics is a 4x4 matrix which 3x3 of them shows the rotation matrix, 3x1 of them is shown the position vector and last four cells are scaling factor[1, 6]. Singularity is a location in the robot manipulator’s workspace which the robot manipulator loses one or more degrees of freedom in Cartesian space. Singularities are one of the most important challenges in inverse kinematics which Cheng et al., have proposed a method to solve this problem [13]. A systematic Forward Kinematics of robot manipulator solution is the main target of this part. The first step to compute Forward Kinematics (F.K) of robot manipulator is finding the standard D-H parameters. The following steps show the systematic derivation of the standard D-H parameters.

1. Locate the robot arm
2. Label joints
3. Determine joint rotation or translation (\( \theta \) or \( d \))
4. Setup base coordinate frames.
5. Setup joints coordinate frames.
6. Determine \( a_i \), \( \alpha_i \), link twist, is the angle between \( Z_i \) and \( Z_{i+1} \) about an \( X_i \).
7. Determine \( d_i \) and \( a_i \), that \( a_i \), link length, is the distance between \( Z_i \) and \( Z_{i+1} \) along \( X_i \), \( d_i \), offset, is the distance between \( X_{i-1} \) and \( X_i \) along \( Z_i \) axis.
8. Fill up the D-H parameters table.

The second step to compute Forward kinematics for robot manipulator is finding the rotation matrix \( (R_n^0) \). The rotation matrix from \( [F_i] \) to \( [F_{i-1}] \) is given by the following equation:

\[
R_n^i = U_i(\theta_i)V_i(\alpha_i)
\]

(5)

Where \( U_i(\theta_i) \) is given by the following equation [1]:

\[
U_i(\theta_i) = \begin{bmatrix} \cos(\theta_i) & -\sin(\theta_i) & 0 \\ \sin(\theta_i) & \cos(\theta_i) & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

(6)

and \( V_i(\alpha_i) \) is given by the following equation [1]:

\[
V_i(\alpha_i) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos(\alpha_i) & -\sin(\alpha_i) \\ 0 & \sin(\alpha_i) & \cos(\alpha_i) \end{bmatrix}
\]

(7)

So \( (R_n^0) \) is given by [1]

\[
R_n^0 = (U_1V_1)(U_2V_2) \ldots \ldots (U_nV_n)
\]

(8)

The third step to compute the forward kinematics for robot manipulator is finding the displacement vector \( d_n^0 \), that it can be calculated by the following equation [1]

\[
d_n^0 = (U_1S_1) + (U_1V_1)(U_2S_2) + \cdots + (U_1V_1)(U_2V_2) \ldots \ldots (U_{n-1}V_{n-1})(U_nS_n)
\]

(9)

The forth step to compute the forward kinematics for robot manipulator is calculate the transformation \( ^0T_n \) by the following formulation [1]

\[
^0T_n = ^0T \cdot ^1T \cdot ^2T \ldots \ldots \cdot ^{n-1}T = \begin{bmatrix} R_n^0 & d_n^0 \\ 0 & 1 \end{bmatrix}
\]

(10)
C. Feedback Linearization Control

Feedback linearization controller (FLC) is a powerful nonlinear method, which it is widely used in control of robot manipulator. It is based on feedback linearization and computes the required results using the nonlinear feedback control law. This controller works very well when all dynamic and physical parameters are known. In practice, most of physical systems parameters are unknown or time variant, therefore, CTC must to mixed to the other methodology to compensate dynamic equation of robot manipulator. VIVAS and MOSQUERA have proposed a feedback linearization controller for tracking response in uncertain environment. They compared this method and predictive methodology, however both controllers have been used in feedback linearization, but predictive strategy gives better result as a performance in above research. If an alternative linear state-space equation in the form \( \dot{x} = Ax + BU \) can be defined as

\[
\dot{x} = \begin{bmatrix} 0 & I \\ 0 & 0 \end{bmatrix} x + \begin{bmatrix} 0 \\ I \end{bmatrix} U
\]  

(11)

With \( U = B(q)\dot{q} + C(q)\dot{\dot{q}} + G(q) \) and this is known as the Brunnousky canonical form. By equation (11) and (12) the Brunousky canonical form can be written in terms of the state \( x = [e^T \dot{e}^T]^T \) as [1]:

\[
\frac{d}{dt} [e] = \begin{bmatrix} 0 & I \\ 0 & 0 \end{bmatrix} [e] + \begin{bmatrix} 0 \\ I \end{bmatrix} U
\]  

(12)

This is a nonlinear feedback control law that guarantees tracking of robot manipulator trajectory. Selecting proportional-plus-derivative (PD) feedback for U(t) results in the PD-FELC ;

\[
\tau = M(q)\dot{q} + K_v \dot{e} + K_p e + N(q, \dot{q})
\]

(13)

According to the linear system theory, convergence of the tracking error to zero is guaranteed. Where \( K_p \) and \( K_v \) are the controller gains.

D. Switching Stable Methodology

The main goal to design this methodology is train to the desired state; \( x_d = [x_d, x_{d}, ..., x_{d}^{(n-1)}]^T \), and tracking error vector is defined by [6]:

\[
\ddot{x} = x - x_d = [\ddot{x}, ..., \ddot{x}^{(n-1)}]^T
\]  

(14)

A time-varying variable structure (VS) surface \( s(x, t) \) in the state space \( \mathbb{R}^n \) is given by [6]:

\[
s(x, t) = \frac{d}{dt} \ddot{x} + \lambda \dot{x} = 0
\]  

(15)

Where \( \lambda \) is the positive constant and calculate it is play important role to have the best performance. The main target in this methodology is kept the VS surface slope \( s(x, t) \) near to the zero. Therefore, one of the common strategies is to find input \( U \) outside of \( s(x, t) \) [6].

\[
\frac{1}{2} \frac{ds^2(x, t)}{dt} \leq -\zeta |s(x, t)|
\]

(16)

where \( \zeta \) is positive constant.

If \( s(0) > 0 \rightarrow \frac{d}{dt}s(t) \leq -\zeta \)

(17)

To eliminate the derivative term, it is used an integral term from \( t=0 \) to \( t=t_{reach} \)

\[
\int_{t=0}^{t_{reach}} \frac{d}{dt}s(t) \leq -\int_{t=0}^{t_{reach}} \eta \rightarrow S(t_{reach})
\]

\[
S(0) \leq -\zeta(t_{reach} - 0)
\]

Where \( t_{reach} \) is the time that trajectories reach to the VS surface so, suppose \( S(t_{reach} = 0) \) defined as:

\[
0 - S(0) \leq -\eta(t_{reach}) \rightarrow t_{reach} \leq \frac{S(0)}{\eta}
\]

(19)

And

\[
if S(0) < 0 \rightarrow 0 - S(0) \leq -\eta(t_{reach})
\]

\[
\rightarrow S(0) \leq -\zeta(t_{reach})
\]

\[
\rightarrow t_{reach} \leq \frac{|S(0)|}{\eta}
\]

(20)

Equation (11) guarantees time reach to the VS surface is smaller than \( \frac{|S(0)|}{\zeta} \) since the trajectories are outside of \( S(t) \).

\[
if S_{t_{reach}} = S(0) \rightarrow error(x - x_d) = 0
\]

(21)

suppose S is defined as [7-19]

\[
s(x, t) = \left( \frac{d}{dt} + \lambda \right) \ddot{x}
\]

\[
= (\ddot{x} - \ddot{x}_d) + \lambda(x - x_d)
\]

(22)

The derivation of S, namely, \( \dot{S} \) can be calculated as the following [20-50];

\[
\dot{S} = (\ddot{x} - \ddot{x}_d) + \lambda(x - x_d)
\]

(23)

E. Based Line Methodology

The design of a baseline methodology to control the position and orientation of robot manipulator was very straightforward. Since there was an output from the torque, this means that there would be three inputs into the baseline controller. In a typical PID method, the controller corrects the sliding surface between the desired input value and the measured value.

\[
s(x, t) = \left( \frac{d}{dt} + \lambda + \frac{1}{S} \right) \ddot{x}
\]

(24)
\[ \tau_a = K_{p_a} S_1 + K_{v_a} S_1 + K_{i_a} \sum S_1 \]  
(25)

F. Fuzzy Logic Methodology

Based on foundation of fuzzy logic methodology; fuzzy logic controller has played important rule to design nonlinear controller for nonlinear and uncertain systems \[21-33\]. However the application area for fuzzy control is really wide, the basic form for all command types of controllers consists of: Input fuzzification (binary-to-fuzzy [B/F] conversion)

Fuzzy rule base (knowledge base), Inference engine and Output defuzzification (fuzzy-to-binary [F/B] conversion). Figure 1 is shown a fuzzy controller part.

Fig 1: Fuzzy Controller Part

The fuzzy inference engine offers a mechanism for transferring the rule base in fuzzy set which it is divided into two most important methods, namely, Mamdani method and Sugeno method. Mamdani method is one of the common fuzzy inference systems and he designed one of the first fuzzy controllers to control of system engine. Mamdani’s fuzzy inference system is divided into four major steps: fuzzification, rule evaluation, aggregation of the rule outputs and defuzzification. Michio Sugeno use a singleton as a membership function of the rule consequent part. The following definition shows the Mamdani and Sugeno fuzzy rule base

\[ \mu_0(x_k, y_k, U) = \mu_{\bigcup_{i=1}^{r} \mu_{i}(x_k, y_k, U)} \]

The Sum-min aggregation defined as below

\[ \mu_0(x_k, y_k, U) = \mu_{\bigcup_{i=1}^{r} \mu_{i}(x_k, y_k, U)} = \sum_{i=1}^{r} \min [\mu_{R_{pq}}(x_k, y_k), \mu_{p_m}(U)] \]

where \( r \) is the number of fuzzy rules activated by \( x_k \) and \( y_k \) and also \( \mu_{\bigcup_{i=1}^{r} \mu_{i}(x_k, y_k, U)} \) is a fuzzy interpretation of \( \text{i-th rule} \). Defuzzification is the last step in the fuzzy inference system which it is used to transform fuzzy set to crisp set. Consequently defuzzification’s input is the aggregate output and the defuzzification’s output is a crisp number. Centre of gravity method (COG) and Centre of area method (COA) are two most common defuzzification methods, which COG method used the following equation to calculate the defuzzification

\[ \text{COG}(x_k, y_k) = \frac{\sum_{i=1}^{r} U_i \sum_{j=x}^{y} \mu_0(x_k, y_k, U) U_i}{\sum_{i=1}^{r} \sum_{j=x}^{y} \mu_0(x_k, y_k, U) U_i} \]

and COA method used the following equation to calculate the defuzzification

\[ \text{COA}(x_k, y_k) = \frac{\sum_{i=1}^{r} U_i \mu_0(x_k, y_k, U) U_i}{\sum_{i=1}^{r} \mu_0(x_k, y_k, U) U_i} \]

Where \( \text{COG}(x_k, y_k) \) and \( \text{COA}(x_k, y_k) \) illustrates the crisp value of defuzzification output, \( U_i \in U \) is discrete element of an output of the fuzzy set, \( \mu_{\bigcup_{i=1}^{r} \mu_{i}(x_k, y_k, U)} \) is the fuzzy set membership function, and \( r \) is the number of fuzzy rules.

III. METHODOLOGY

Design switching feedback linearization controller

Proposed methodology is focused on applied switching method in feedback linearization controller to increased stability of the main controller. Switching methodology is a nonlinear robust and stable method and feedback linearization controller is a nonlinear controller but it has a challenge in stability and robustness especially in presence of uncertainty and disturbance. Based on (13) to improve stability switching formulation is applied to CTC;

\[ \tau = M(q) \times \text{sgn}(\ddot{q} + K_p((\dot{x} - \dot{x}_d) + \lambda(x - x_d) + K_p((x - x_d) + \lambda(x - x_d))) + N(q, \dot{q}) \]

(31)
Based on (25) to reduce the dependence of controller to coefficients controller such as $K_p, K_v, \lambda$ baseline methodology is used. Therefore based on (31) and (25):

$$
\tau = M(q) \times sgn(\dot{q}_d + K_v\{(\ddot{x} - \ddot{x}_d) \\
+ \lambda(\ddot{x} - \ddot{x}_d) \\
+ K_p\{(\dot{x} - \dot{x}_d) \\
+ \lambda(\dot{x} - \dot{x}_d)\}) \\
\times (K_{pa}S_t + K_{pa}\dot{S}_t) \\
+ K_{la}\sum S_i) + N(q, \dot{q})
$$

(32)

To resolve uncertain problem this research is focused on to design SISO sliding mode switching computed torque like methodology. The first type of fuzzy systems is given by:

$$
f(x) = U_{fuzzy} = \sum_{i=1}^{M} \theta^T \zeta(x)
$$

(33)

where $\theta^T$ is adjustable parameter (gain updating factor) and $\zeta(x)$ is defined by:

$$
\zeta(x) = \frac{\sum_{i=1}^{M} \mu(x_i)x_i}{\sum_{i=1}^{M} \mu(x_i)}
$$

(34)

Where $\mu(x_i)$ is membership function.

The second type of fuzzy systems is given by:

$$
f(x) = \sum_{i=1}^{M} \theta^T \left[ \prod_{i=1}^{n} \exp \left(-\frac{(x_i - \alpha_i^T)^2}{\delta_i^T}\right) \right]
$$

(35)

Where $\theta^T, \alpha_i^T$ and $\delta_i^T$ are all adjustable parameters.

$\tau_{fuzzy}$ is defined as follows:

$$
\tau_{fuzzy} = \sum_{i=1}^{M} \theta^T \zeta(x) = N(q, \dot{q})
$$

(36)

Where:

$$
\Theta = (\theta_1, ..., \theta_m)^T = \\
\begin{bmatrix}
\theta_1, \theta_2, ..., \theta^N_1 \\
\theta_1, \theta_2, ..., \theta^M_1 \\
\vdots \\
\theta_1, \theta_2, ..., \theta^M_m
\end{bmatrix}
$$

(37)

Based on LYAPUNOV formulation to proof the stability, researcher must to calculate the $V$ and $\dot{V}$. Based on this formulation this system is stable if $\dot{V} < 0, S \neq 0$.

IV. RESULTS AND DISCUSSION

In this research, proposed controller is used to test the output position and orientation. To test the validity this method is compared with computed torque methodology in certain and uncertain environment.

Optimization the proposed method: in proposed methodology; controller’s performance are depending on the PID coefficient $K_p, K_v, K_i$ and variable structure slope coefficient ($\lambda$). These four coefficients are computed by Gradient Descent Algorithm optimization; Figure 2 and Figure 3.

Fig 2: Trajectory following Gradient descent optimization

Position and Orientation Test: Figures 4 and 5 are shown the XYZ trajectory following in pure feedback linearization controller and proposed controller. Based on these two figures, proposed methodology has better performance to better enforcement of the order.
It may be claimed that however computed torque method is used in many research and industry but proposed method has a better XYZ position and orientation (POSE). The data indicates that proposed method can guarantee the stability and minimal error.

**Disturbance Rejection:** Figures 6 and 7 are shown the power disturbance and external noise elimination in proposed method and CTC. As a matter of fact the disturbance rejection is used to test the robustness of these two methods. Surely after applied different external noise in these two methods it found fairly fluctuations in POSE responses. Actually one of the main advantages of proposed methodology is stability in presence of external disturbance. A further advantage of proposed method is increase the robustness compared to CTC.

Based on Figure 6, baseline and switching methodology caused to increase the stability and robustness and it can eliminate the limited external disturbance.
V. CONCLUSION

Refer to this research, design a baseline artificial intelligence based switching computed torque methodology is proposed to tune the POSE in PUMA robot manipulator. At first pure feedback linearization controller is design for POSE tune in PUMA robot. This method has two important challenge; stability and robustness because this method is work based on nonlinear dynamic formulation. Fuzzy inference engine is used to resolve uncertainty problem. This methodology is based on applied fuzzy logic in equivalent nonlinear dynamic part to estimate unknown parameters. To solve stability challenge in above method switching methodology is used base on LYAPUNOV formulation. However this method is very good but it is depending on variable structure slope, to solve this challenge baseline methodology is applied to AI based switching computed torque methodology. Eventually gradient descent optimization is applied to proposed methodology to tune all four parameters. The POSE results demonstrate that the gradient descent proposed method is a partly model base method which works well in certain and partly uncertain system.
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