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Abstract—Feature matching based on multi-pose faces has become more important in recent years. And it can be used in many fields, such as video monitoring, identity recognition, and so on. In this paper, SIFT algorithm is combined with AdaBoost algorithm, and a method of feature matching based on a multi-pose face is established. Firstly, the face region is extracted from multi-pose face images by AdaBoost. Secondly, SIFT characteristic vectors of the main regions are extracted and matched. The images of the ORL face DB are used in this paper, and some pictures taken in the experiment are used too. The matching results are acceptable and reasonable. Based on multi-pose face, it can be used to research face feature matching, face recognition, video monitoring and 3-D face reconstruction.

Index Terms—SIFT, feature matching, AdaBoost, multi-pose face

I. INTRODUCTION

The number, position, size and pose of face in an input image are confirmed after an analysis, so the face can be recognized. This is called face recognition. This has become important than ever in many fields, such as video monitoring, video compression, identity recognition, and so on. It has been one of the hotspots of pattern recognition, computer vision and human-computer interaction.

Face recognition has developed for over ten years, and there have been many good algorithms. But many of them aimed at obverse and upright faces. Multi-pose face is that face image covers a visual angle range. There are some difficulties in multi-pose face recognition [1]. And there are few effective methods. Compared with frontal-pose face researches, multi-pose face researches are much weaker and further from practical application. The problems are the feature extraction and matching of multi-pose face. Qu Yanfeng simplified the multi-pose detection by using an eye-analog detection, and it used multi-template matching and rule verification to determine the location of real face [2]. But some of its detection parameters need to be set by a person. A method of multi-pose face recognition based on wavelet transform and LVQ network was proposed in Reference [3]. But the selection of training samples could affect the results. Zhu Changren proposed a multi-pose face recognition algorithm based on a hierarchical model and fusion decision [4]. In his method, traditional face recognition technology based on eigenface was applied in the process of face recognition of every class divided based on their poses. Finally, fusion decision was adopted to get the final result of face recognition. In 2003, a multi-pose face recognition algorithm based on a single view was proposed [5-6]. In Reference [7], a frontal face classifier and a profile face classifier were trained by the AdaBoost algorithm. The two classifiers worked in parallel and their detection results were combined to form candidate face regions. These candidate regions were further verified by a skin color model in YCbCr chrominance space. But it would spend more time on real-time detection of large image. In Reference [8], there is a method for face detection based on the matching of multiple related templates. It used various kinds of templates of various angles to match every possible window of input image. But redundancy matching is so much that detection speed is hard to be improved. Shao Ping put forward a multi-pose knowledge model to acquire the candidate face information from two-value grads image of face organs [9]. According to the sort of pose, the candidate face was affirmed as a true face through template matching with corresponding templates. And it could be used for face detection in either gray image or color image. In Reference [10], a correlative
sub-region mapping method was proposed to recognize
the multi-pose face image. But it should be quickened in
the search of sub-region, and the results should become
more reasonable.

Boosting algorithm was put forward by Freund and
algorithm is the promotion of Boosting algorithm [12]. It
doesn’t need priori knowledge of weak classifiers, and it
can be used easily in the practical problems. It is an
iterative method, and its main idea is that weak classifiers
of different training sets are trained, and they are
combined to form a strong classifiers. SIFT (Scale-Invariant Feature Transform) algorithm was proposed by
David Lowe in 2004 [13]. And it is an algorithm based on
feature matching. The image features extracted by SIFT
have such advantages as scale invariability, rotation
invariance, affine invariance, which can make the
features be matched effectively and accurately, and can
reduce mismatching. In this paper, the face region is
extracted from multi-pose face images by AdaBoost.
Then SIFT characteristic vectors of the face regions are
matched. In this paper, the images of the ORL face DB
are used, and some pictures taken in the experiment are
used too. The matching results are acceptable and
effective. It can be used to research face recognition,
video monitoring, 3D face reconstruction, and so on.

II. THEORY OF ADABOOST

When AdaBoost algorithm is used for the face
detection, it needs more simple features which can
distinguish the faces and non-faces to some certain extent.

Haar feature is proposed by Paul Viola [14], and it is a
simple rectangle matrix. Fig. 1 enumerates several
rectangular characters. All pixels’ gray of two or more
rectangles of same figure and size are added, and the
difference of them is the value of Haar feature. The
rectangle features based on pixel gray have a very good
performance in edge detection, and it has a good ability
of extraction and coding for various kinds of face features.

![Haar feature](image)

The features who distinguish the faces and non-faces
best are attained, then strong classifiers are formed by
their corresponding weak classifiers. The detailed steps
of this method are as follows:

There is a training set including \( n \) training samples \((x_i, y_i)\), \( i = 1, 2, ..., n \) and \( y_i \in \{0, 1\} \). It represents the falseness or trueness of training samples. There are \( m \) false samples and a true sample in the training set. The objects which will be classified have \( k \) simple features, and they are expressed as \( f_j(x) \). For the sample \( x_i \), its features are \( (f_1(x_i), f_2(x_i), ..., f_k(x_i)) \), and there is a simple two-value classifier for every input feature \( f_j \).

The weak classifier of the feature \( j \) is composed of a
threshold \( \theta_j \), a feature \( f_j \) and an offset \( p_j \) (whose value is 1 or -1) which shows the direction of the in equation:

\[
h_j \left( f_j(x) \right) = \begin{cases} 
1, & \text{if } p_j f_j(x) < p_j \theta_j \\
0, & \text{Otherwise}
\end{cases}
\]

(1)

After the analysis of positive and negative samples, the
\( T \) weak classifiers are selected whose error rates are
lowest. Finally, the \( T \) weak classifiers are optimized and
form a strong classifier. The training steps are following:

1. \( w_{i,1} \) is supposed the error weight of the sample \( i \) in
the circle \( t \). The error weights of the training samples are
initialized according to the following formulas: for the
sample, \( w_{i,1}=1/2m \), if \( y_i=0 \), or \( w_{i,1}=1/2m \), if \( y_i=1 \).
2. For \( t=1, ..., T \)
3. The weights are normalized and made according to
the following formula:

\[
w_{i,t} \leftarrow \frac{w_{i,t}}{\sum_{j=1}^{n} w_{i,j}}.
\]

(2)

2) The weak classifier \( h_t \) of every feature \( j \) is trained,
namely, the threshold \( \theta_j \) and the offset \( p_j \) are confirmed. It
makes the error function value least:

\[
e_{j,t} = \sum_{i=1}^{n} \frac{1}{\sum_{j=1}^{n} w_{i,j}} | h_t(x_i) - y_i |.
\]

(3)

3) A weak classifier \( h_t \) whose error \( e_t \) is least is attained
among the weak classifiers which are confirmed in step
2).
4) The weight of every sample is updated.

\[
w_{i,t+1} = w_{i,t} \beta_{t}^{-e_{i,t}}.
\]

(4)

If \( x_i \) is classified accurately, \( e_i=0 \). \( e_i=1 \) if not.

\[
\beta_t = \frac{e_t}{1 - e_t}.
\]

3. The strong classifier formed finally is following:

\[
h(x) = \begin{cases} 
1, & \sum_{i=1}^{T} a_i h_i(x) \geq \frac{1}{2} \sum_{i=1}^{T} a_i \\
0, & \text{Otherwise}
\end{cases}
\]

(5)

where \( a_i = \log \frac{1}{\beta_i} \).

A weak classifier whose error rate is at least being
searched under the current probability distributing during
every iterative process. Then the probability distributing
is adjusted, and the probability of the sample which is
classified accurately by weak classifiers is reduced. So
the samples which are classified inaccurately are given
prominence to. Then the next iterative process will aim at
the current inaccurate classes, namely, aim at the more
difficulties samples, and then the samples classified
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inaccurately will be attached importance to. So the weak classifiers formed later will strengthen the training of the samples classified inaccurately.

Fig. 2 shows the results of AdaBoost algorithm. The images of the ORL face DB are used. The left images are the origin images, and the right images are the results of AdaBoost algorithm. Results reveal that the face region can be extracted by AdaBoost, and it has high accuracy and robustness.

![Figure 2. The results of AdaBoost algorithm](image)

III. SIFT ALGORITHM

Gaussian Scale Space

The concept “scale space” is the complementarily of the famous concept “image pyramid”. Lindeberg’s research indicated that Gaussian kernel is the only possible linear scale kernel [15]. The scale space of an image is defined a function $L(x, y, \sigma)$. It is the convolution of Gaussian function $G$ and image $I$, and the scale of $G$ transforms constantly.

$$L(x, y, \sigma) = G(x, y, \sigma) * I(x, y)$$

where $(x, y)$ is the pixel’s coordinate, $\sigma$ is the scale factor, and $L$ is the scale space. The size of $\sigma$ determines the smoothness of the image. The features of general picture of corresponding image are shown in big scale, and the detailed features are shown in small scale.

SIFT Algorithm

SIFT algorithm proposed by Lowe involves four steps as following:

1. Extreme value is detected in scale space. Firstly, the DOG (Difference of Gaussian) pyramid of the image is established. Extreme value is detected in the 26 neighborhoods of scale space. And $D(x, y, \sigma)$ is the difference of two adjacent scale images, i.e.

$$D(x, y, \sigma) = (G(x, y, k\sigma) - G(x, y, \sigma)) * I(x, y)$$

where $k$ is a scale factor.

2. Direction parameters of every key-point are specified by using distributing characteristic of grads direction of the pixels near the key-point. So operators will have advantage of rotation invariance.

$$\theta(x, y) = \arctan \frac{L(x, y + 1) - L(x, y - 1)}{L(x + 1, y) - L(x - 1, y)}$$

where $m(x, y)$ is the position of the pixel in the layer.

$$m(x, y) = \sqrt{(L(x+1, y) - L(x-1, y))^2 + (L(x, y+1) - L(x, y-1))^2}$$

where $(x, y)$ is the pixel’s coordinate, $\sigma$ is the scale factor, and $L$ is the scale space. The size of $\sigma$ determines the smoothness of the image. The features of general picture of corresponding image are shown in big scale, and the detailed features are shown in small scale.
Module value of the grads at \((x, y)\) will be calculated by (9), and its phase will be calculated by (10). In the formulas, \(L\) is the scale of every key-point.

In actual calculation, sampling is executed in neighborhood window whose center is the key point. Then gradient direction of neighboring pixels is counted by histogram. The range of histogram is \(0^\circ \sim 360^\circ\). And every \(10^\circ\) represents a direction. So there are 36 directions in all. Histogram peak represents the main direction of neighborhood gradient at this feature point, and it is regarded as the direction of this key point. Fig. 4 shows that the main direction of feature point is confirmed by gradient histogram in 7 directions.

(3) SIFT characteristic vectors are attained. Coordinate axis is rotated to the direction of the characteristic point. So rotation invariance is ensured. Then \(8 \times 8\) pixel fields whose center is the key-point will be divided into 16 subfields by \(4 \times 4\). Fig. 5 shows that every small cell represents a pixel near the key point at the scale space. The arrow direction is the gradient direction, and the arrow length is the gradient value. The direction and amplitude in every subfield will be calculated, and then the direction distribution can be obtained. Weighted operators are done by Gaussian window, and a pixel corresponds to a vector. The circle is the weighted range. Every vector is projected to 8 gradient directions in the range of \(2 \times 2\) child window. And the accumulated value of every gradient direction is drawn. So a \(1 \times 8\) vector is attained. In practical application, \(4 \times 4\) window is used, so the \(1 \times 128\) vector is defined feature description. In order to ensure the illumination invariance, the feature description should be normalized.

(4) Features are matched. After SIFT characteristic vectors of two images are attained, the Euclid distance between key-points from two pictures is calculated, and it is regarded as the measurement of the comparability. If the distance is smaller than the preset threshold, the two images are matched.

From the Fig. 6, it is found that face features can be attained by SIFT. And the distribution area of key points mainly includes eyes, nose and mouth.

IV. EXPERIMENTS AND RESULTS

The images of the ORL face DB are used to be matched in this paper, and some pictures taken in the experiment are used too. The ORL face DB is composed of forty persons’ photos, and everyone has ten face photos which have the different lightness, position, expression and so on. The photos of the same people have apparent difference. The size of photo is \(92 \times 112\).

The distribution area of face’s key-points mainly includes eyes, nose and mouth. So face organs area (including eyes, nose and mouth) is attained by AdaBoost algorithm. Neck, hair and background information are ignored. So the features extracted from face region can describe face information more accurately. Then the error will be reduced during the matching.
In the Fig. 7, the first and the second group images are from the ORL face DB, and the third and the fourth group images are shot in the experiment. In every group images, the first two figures are original images, the second two figures are the images of face region got by AdaBoost, the third two figures are the images including face feature vectors attained by SIFT, and the fourth figure is the accurate result of feature matching.

In the Fig. 8, the images are from the ORL face DB. In every group images, the first two figures are original images, the second two figures are the images of face region got by AdaBoost, the third two figures are the images including face feature vectors attained by SIFT, and the fourth figure is the inaccurate result of feature matching.

The experiment shows that different face has different face features, the face features can be reserved in face region, and be extracted by SIFT. They can describe face information adequately.

V. CONCLUSION

A method of feature matching based on multi-pose face is proposed in this paper. Firstly, the face region is extracted from multi-pose face images by AdaBoost. Secondly, SIFT characteristic vectors of the main regions are attained. Lastly, features are matched by them. The images of the ORL face DB are used in this paper, and some pictures taken in the experiment are used too. The matching results are acceptable and reasonable. The experiment shows that the face features extracted by SIFT have a high robustness during the feature matching. It can be used to research face recognition based on multi-pose face.
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Figure 7. Accurate results of feature matching
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