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Abstract—Promotion becomes one of the important 

aspects of institutions of college. The number of 

competitors demanding the marketing must be fast and 

accurate in formulating strategies and decision making. 

Data warehouse and data mining become one of the 

means to build a decision support system that can provide 

knowledge and wisdom quickly to be taken into 

consideration in promotion strategy planning. 

Development of this system then does the process of 

testing with the number of data 6171 rows of student 

enrollment taken directly from a transactional database. 

The data is done ETL process and clustering with the k-

means clustering algorithm, then the data in each cluster 

is done grouping and summarization to get weighting. 

After that just done ranking to produce wisdom, one of 

them determine the list of schools that will be the target 

roadshow. The analysis also produces several patterns of 

student enrollment, namely the registrant pattern from the 

wave of registration and favorite or non-favorite school 

categories. In addition, the results of system design in this 

study can be developed easily if requires added external 

data. Such as data of SMK/SMK school graduates in the 

area or data of students enrolling in other universities. 

This is one of the superiority of semantic-based data 

warehouses. 

 

Index Terms—Promotion, enrollment, data mining, k-

means clustering, data warehouse, semantic. 
 

I.  INTRODUCTION 

The management and utilization of new student 

enrollment data need to be optimized. Each year, The pile 

of data generated from the new admissions system 

continues growing, but the data will be trash if there is no 

further utilization. In line with the difficulties of the 

management STMIK Amikom Purwokerto in formulating 

promotional strategies, such as determining the method of 

promotion and determining the target roadshow to high 

school / vocational school, the pile of the data can be 

reprocessed to be the solution of the problem [1]. The 

determination of the roadshow target becomes a very 

important thing because this activity requires a lot of cost 

and human resources. Therefore it needs to be optimized 

in choosing the target roadshow so that the activities 

undertaken can minimize the cost but get the benefits as 

big as possible. 

The development of technology is very rapid, 

especially on the handling of data on a large scale. The 

data warehouse is one of the technologies that can be 

selected in the case [1]. The data warehouse is a data 

storage that is managed separately from the transactional 

database and it is possible to be integrated with various 

applications [2]. Several methods in data warehouse 

development have also been done. such as the 

development of semantic-based data warehouses that are 

being extracted using ontology methods. Semantic-based 

data warehouses are developed because they see some 

weaknesses in traditional data warehouse such as stages 

to generate OLAP reports that must go through several 

processes such as landing zone, staging area, integrated 

store, and analytic layer, Whereas it’s previously already 

through the ETL process (extract, transform, load) [1]. 

Semantic-based data warehouses can handle different 

data sources, both internal and external sources, where 

external data handling has many challenges such as 

characteristics, structural, and heterogeneous syntax 

[3][4][5][6]. 

In the utilization of registration data as a formulation of 

promotional strategy not only requires data warehouse 

but also requires other methods. One of The methods that 

can be used in data analysis in large scale is data mining. 

Data mining can do several things including classification, 

clustering, and predictive. A combination of methods is 

also often done to obtain optimal results. Such as 
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clustering fusion with classification to know the student’s 

ability in effort on the student placement at the campus 

which is based on the ability of each student [7]. 

Marketing party can utilize the pile of the data as a 

supporter in making a decision such as determining 

promotional methods and promotional targets. The 

decision support system to determine the location of the 

roadshow at Telkom University is one of the executors. 

This research uses Weighted Sum Model (WSM) method 

to determine the weight of each school, then the 

weighting result is done ranking to know some 

recommended roadshow targets [8]. Based on the existing 

problems, this research will be built decision support 

system to determine the target roadshow and promotion 

methods appropriate. The data source is taken from the 

transactional database of the PMB system which is then 

processed into a data warehouse and integrated with data 

mining for data analysis. The structure of the paper is 

organized as follows: Section II presents the related work, 

the method used is presented in section III. Section IV 

present result and discussion, section V present the 

conclusion and future work, and references presented in 

the end section. 

 

II.  RELATED WORK 

Related research as an ingredient to map the current 

research position, so as to know the extent of research on 

decision support system in the field of education 

conducted, and know the technology and methods used. 

The decision support system in the field of marketing at 

the university has been done by Ammar Naufal, Amelia 

Kurniawati, and Muhammad Azani Hasibuan [8]. This 

study aims to determine the target roadshow to be 

conducted Telkom universities. The problem of roadshow 

activities carried out requires a lot of costs, so it is 

impossible all schools visited. Therefore Telkom 

university wants schools that become the roadshow target 

have been done the selection, and only taken some of the 

most potentials. The method used is the Weight Sum 

Model (WSM) and produces a decision support system 

that can weight the criteria at each school, and automatic 

reattachments are made for some schools that can be 

recommended.  

Other related research is about the utilization of data 

warehouse. Ekasari Nugraheni et al. [6] uses a semantic 

approach in building a data warehouse to address 

heterogeneous data, uniformity of data, and incomplete 

data sources required in the data warehouse. With this 

approach, the problem in the transformation process can 

be solved. Incomplete data can be retrieved from external 

sources by taking an external ontology, and then made a 

new dimension to suit the needs. 

Pooja Thakar et al. [7] create a model to predict 

students' abilities. Most failures of students in academic 

education caused there is no match between the ability of 

students and material provided or not placed on the 

appropriate campus. Models built using clustering and 

classification can predict the ability of each student with a 

good degree of accuracy. This model can also handle 

large, multi-variant, unbalanced and heterogeneous data 

sets.  

Research now builds a decision support system by 

combining semantic data warehouse with k-means 

clustering. The data source was obtained from the 

transactional database of the new student’s admission 

system (SPMB). This system aims to determine the 

pattern of applicants who enter the university seen from 

the origin of the school, local origin, and can determine 

the recommended roadshow target for the marketing. 

 

III.  METHOD 

There are two methods used in this research, the first is 

the ontology method, to build the semantic-based data 

warehouse, and the second is data mining methods, using 

k-means clustering algorithm for data analysis. 

A. Data Warehouse 

The data warehouse is a very important early stage to 

perform data mining operations. Data sourced from the 

data warehouse has a higher level of quality because it 

has a time control that can distinguish between new data 

and existing data, also through data cleaning steps such as 

deleting duplicate rows of data, standardizing attribute 

values, replacing missing values and others [2] [9]. 

Different sources of data stored in different places with 

different data formats make the data analysis process very 

difficult. Need an automatic system, which can uniform 

data format so that data can be easier to be analyzed. The 

semantic data warehouse can be one of the problem 

solutions because it has standardization in storage, that is 

in RDF format, as well as easy to read by machine [10]. 

Ontology is a symbolic representation of object 

knowledge, object classes, object properties, and 

relationships among objects to represent a knowledge of 

application domains [11]. Tools for implementation of 

this method using protégé 5.2. The output form of this 

process is an owl file with RDF format. 

Numerous applications and ontologies have been 

developed based on the temporal models with the 

objectives of incorporating time into RDF and OWL 

structures. After defining time, is understanding and 

knowing how to process the stored information based on 

temporal models and then selecting an appropriate 

language to query and extract new knowledge from the 

knowledge base [12].  

B. Data Mining 

Knowledge Discovery in Databases (KDD) is an 

automatic, exploratory analysis and modeling of large 

data repositories. KDD is the organized process of 

identifying valid, novel, useful, and understandable 

patterns from large and complex data sets. Data Mining 

(DM) is the core of the KDD process, involving the 

inferring of algorithms that explore the data, develop the 

model and discover previously unknown Patterns 

[13][14]. 

Data mining problems can be broadly categorized into 

supervised or unsupervised learning models. Supervised 
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or directed data mining tries to infer a function or 

relationship based on labeled training data and uses this 

function to map new unlabeled data. Supervised 

techniques predict the value of the output variables based 

on a set of input variables. Unsupervised or undirected 

data mining uncovers hidden patterns in unlabeled data. 

In unsupervised data mining, there are no output variables 

to predict. The objective of this class of data mining 

techniques is to find patterns in data based on the 

relationship between data points themselves. An 

application can employ both supervised and unsupervised 

learners [15]. 

Clustering allows a wide variety of definitions of 

similarity, some of which are not clearly defined in 

closed form by a similarity function. A clustering 

problem can often be defined as an optimization problem, 

in which the variables of the optimization problem 

represent cluster memberships of data points, and the 

objective function maximizes a concrete mathematical 

quantification of intragroup similarity in terms of these 

variables [16]. 

The Clustering algorithm is one of the most popular 

algorithms because of its simplicity, flexibility, and 

scalability. However, it involves many iterations for 

distance computation between points and cluster centers 

and due to increased cost per iteration, the scalability of 

the algorithm gets hampered. Improving the algorithm in 

this aspect is a focus of many optimization types of 

research [17]. 

K-means clustering is a widely accepted method of 

data clustering, which follow a partitioned approach for 

dividing the given data set into non-overlapping groups. 

Unfortunately, it has the pitfall of randomly choosing the 

initial cluster centers. Do to its gradient nature, this 

algorithm is highly sensitive to the initial seed value. A 

novel kernel-based algorithm is an algorithm for 

initializing the k-means clustering. The idea is to select 

an initial point from the denser region because they truly 

reflect the property of the overall data set. Subsequently, 

we are avoiding the selection of outliers as an initial seed 

value [18].  

Decision Support Systems (DSS) deal with semi-

structured problems. Such problems arise when managers 

in organizations are faced with decisions where some but 

not all aspects of a task or procedure are known. To solve 

these problems and use the results for decision-making, 

requires the judgement of the manager using the system 

[19].A. Newel [20] depicts human decision-making as a 

three-stage process. These stages are: 

 

 Intelligence. The identification of a problem (or 

opportunity) that requires a decision and the 

collection of information relevant to the decision. 

 Design. Creating, developing and analyzing 

alternative courses of action. 

 Choice. Selecting a course of action from those 

available. 

 

The decision process and the knowledge discovery 

process are dependent on each other. Knowledge 

discovery, on one hand, enables accumulation of 

knowledge and as a result, facilitates better decision 

process. On the other hand, decisions set rules and 

directions which influence objectives for knowledge 

discovery. The use of data mining within information 

systems consequently means the semantic integration of 

data mining and decision support [21]. 

According to the previous researchers, this study uses 

semantic data warehouse with ontology method. Various 

advantages offered, such as the ability to handle various 

data sources and the speed of ETL process is faster than 

the traditional data warehouse. K-means clustering 

algorithm is used in the process of analysis. The dataset is 

taken from the semantic data warehouse. 

 

IV.  RESULT AND DISCUSSION 

The data warehouse is one of the most important stages 

in the process of data mining (pre-processing). The 

dataset to be processed using the previous data mining 

algorithm performs the ETL process (extract, transform, 

load) because the better the quality of the dataset the 

better the analysis by data mining. The process of 

updating data from the transactional database to the data 

warehouse is done periodically upon completion of the 

student registration. Integration data warehouse and data 

mining to produce a decision support system that can 

analyze the enrollment data. The result of the analysis is 

expected to help the marketing to make decisions in 

formulating promotion strategy. The development of a 

system can’t be separated from the design of the system 

architecture. The system architecture is used as a global 

overview of the system which is a container for the 

design of processes and data. The design of semantic data 

warehouse system and data mining analysis can be 

described in the following figure 1. 

 

 

Fig.1. Architecture System 

Architecture does not include applications currently 

running system because the system will be built does not 

have functional linkages with the PMB system. 

The process starts with retrieving data from the 

transactional database. Uniform format and duplicate data 

on database transaction will be done ETL process by 

using the semantic technique. The results of data on the 

ETL process is then loaded into the semantic data 

warehouse. Data warehouse by using ontology methods 

are not contained in SQL or MYSQL databases but are 

stored in RDF format (OWL file). Distribution of data 
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from OWL to OLAP schema using SPARQL query. The 

data on the OLAP schema is ready to be done reporting 

or done the process of using data mining algorithm. 

The overall design of the system to be built is shown in 

Figure 2.  

 

 

Fig.2. Design system 

Starting from taking data from the database of PMB 

taken some tables that are prospective student table, 

information, province, district, the origin of school and 

information. The data from the tables are processed 

(extract, transform, load) ETL and collected in snowflake 

format consisting of registration fact, dim year, wave 

dimension, dim from school, province, district, and dim 

inform. From the facts and dimensions are generated a 

data set that will be processed in data mining, which then 

produces an information that is used as a support in 

decision making. 

Data warehouse design is built using snowflake 

schema approach. The design of snowflake schema can 

be seen in figure 3. 

 

 

Fig.3. Snowflake schema 

The design of this model contains six tables, consisting 

of one fact table and five-dimensional tables. The fact 

table contains important components that can assist in 

management decision making, then dimensional tables 

are used to describe the components in the fact tables. 

In accordance with the design of snowflake schema, 

the design is implemented using ontology method and 

with the help of protégé 5.2.0 tools. The first step is to 

create a class of facts and class of dimensions according 

to the design of snowflake schema which consists of the 

registration fact class, the dimension of the year, the 

dimension of the school origin, the district dimension, the 

provincial dimension, the phase dimension, and the 

information dimension. The class can be seen in figure 4. 

 

 

Fig.4. Class in protege 

The second step creates object properties to explain the 

relationships between classes. Example instance class 

fact_registration with class instance dim_origin_school. 

This explains the relation/relationship between the two 

classes. The usual notation made using the word has... 

and is...of, the example in the school's original dimension 

has_origin_school and is_origin_school_of. 

The third step is to create the data properties that are 

the contents of each class. The example of the class in the 

dim_school_origin has the property data of 

dim_origin_school_id and dim_origin_school_name, as 

well as with other classes. The same property data of each 

class can be associated with Equivalent To. For example 

fact_origin_school_id in class fact_registration equivalent 

to dim_origin_school_id in class dim_origin_school. 

The next step is mapping from the source database to 

OWL. Mapping is to specify the data or field to be 

entered in OWL as a semantic data warehouse, and also 

can change the data type according to the need. Each 

class both dimension class and fact class is done the 

mapping. Mapping contains source and target data 

structures. An example of the mapping of the school's 

original dimension, the source data is taken from the 

school table in the source database and targeted to the 

data schema in the OWL file. 

In the OWL file, the data is stored in RDF format and 

consists of several objects property, data property, classes, 

and individual’s, as shown in figure 5. Data on the 

transactional database is stored in the individuals section 

after going through the semantic ETL process. Then it 

can be updated periodically when there is data changes in 

database transactional. Data can be updated automatically 
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and each data has a time value that distinguishes data in 

each period. 

 

 

Fig.5. Data Format in OWL File 

The output of the semantic data warehouse is an OWL 

file which is then integrated with the data mining 

algorithm. OWL files are linked by using Jena API and 

then parsed using the Java programming language. The 

dataset is then processed using a data mining algorithm 

and grouping and summarization are used to obtain the 

expected information. 

The process of data mining is done in accordance with 

the provision of the k-means clustering algorithm. 

 

 Find the value of k, and T = 0.1. Then specify the 

initial centroid by choosing randomly from the 

dataset. 

 Calculate the distance of each data to the nearest 

centroid by using Euclidean distance. The nearest 

Centroid will be the cluster followed by the data. 

This is Euclidean distance formula, 
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old cluster, it can be calculated the value of the 

objective function (F), if the objective value is 

above the set threshold (F> T), then proceed to the 

next iteration. If the objective value is below the 

set threshold (F <T), then the process stops. 

 

After the clustering process is done, the next step to do 

the validity of the cluster results. Validity is done using 

the Davies-Bouldin Index (DBI) matrix, the validity of 

this matrix is to evaluate how well the clustering has been 

done by calculating the quantity and feature derivative of 

the data set. The following cluster validity stages: 
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The smaller the DBI value (non-negative ≥ 0) the 

better the cluster. 

The existing data in the OWL scheme is then called for 

an analytical process with the k-means clustering 

algorithm. Stages of data preparation existing in the data 

mining scheme are no longer necessary because the stage 

has been done when extraction from the data warehouse. 

This is an advantage if the process of data mining 

analysis performed on existing data in the data warehouse. 

Integration OWL file with k-means clustering can be seen 

in figure 6. The integration uses Jena API. Apache Jena is 

an open source Semantic Web framework for Java. It 

provides an API to extract data from and write to RDF 

graphs. The graphs are represented as an abstract "model". 

A model can be sourced with data from files, databases, 

URLs or a combination of these. A Model can also be 

queried through SPARQL. 

 

 

Fig.6. Integration OWL file with k-means clustering 

The first stage determines the initial centroid taken 

from the dataset, is showed in figure 7.  Then calculate 

the distance between objects by using Euclidean distance. 

 

 

Fig.7. Initial centroid 

Then for the distance calculation using the Euclidean 

distance itself is in figure 8. 
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Fig. 8. Euclidean distance 

Sample source code calculation of distance and data 

placement on each cluster shown in Figure 9. 

 

 

Fig. 9. Calculation of distance and cluster determination 

The amount of data used as a trial in this study as many 

as 6171 rows of data. Before deciding to use a semantic 

ETL-based ontology, firstly testing performance against 

semantic ETL. Testing is done by comparing the 

performance of traditional data warehouse. The data 

testing scenario is divided into sections, including 1000 

rows of data, 2500, 4500, and 6,171. The data sharing is 

done to test the level of consistency of the ETL process 

speed. The number of 1000 data here as the smallest data 

used in the test and 6.171 is used as the largest data. The 

process is done gradually from the smallest amount of 

data to the largest number. 

The first stage with 1000 rows of data, semantic data 

warehouse speed is 3.683 seconds and traditional data 

warehouse 5.3 seconds. The next process of data is added 

to 2500 rows of data, ETL shows the speed of semantic 

data warehouse is 4.613 seconds and traditional data 

warehouse 8.7 seconds. The next stage of data is added to 

4500 rows of data, the speed of the ETL process on the 

semantic data warehouse is 5.192 seconds and traditional 

data warehouse 17.7 seconds. The last stage is the total 

data as much as 6171 rows of data show semantic data 

warehouse speed is 6.617 seconds while the traditional 

data warehouse 24.2 seconds.  So with the difference  in 

speed performance between the semantic data warehouse 

and traditional data warehouse, it was decided to use 

semantic data warehouse using ontology method. 

Related components that underlie the testing process 

such as infrastructure, data sources, and the amount of 

data performed under the same conditions. With regard to 

infrastructure, the computer specifications used are as 

follows: 

 

 Storage using SSD 

 RAM 6 GB 

 OS using Linux Ubuntu 16.04 

 VGA 820 M 2GB 

 Core I5 

Then the data source used is taken from the same 

database, and the same number of rows is 6171. 

The results of the clustering process turned out to 

produce 4 clusters as the best number. Each cluster is 

then grouped and summarization. The results of each 

cluster for the origin of the district and school origin are 

shown in tables 1, 2, 3, and 4. 

Table 1. Cluster 1 origin regency and school 

No Regency Amount School Origin Amount 

1 Banyumas 264 

SMK 

Muhammadiyah 

Majenang 

12 

2 Cilacap 127 
SMK Telkom 

Purwokerto 
7 

3 Brebes 75 
SMK N 1 

Kaligondang 
7 

4 Purbalingga 61 
SMK Ma'arif 1 

Kroya 
7 

5 Banjarnegara 31 
SMK Ma’arif NU 

Bobotsari 
7 

… ………….. … ….. …. 

Table 2. Cluster 2 origin regency and school 

No Regency Amount School Origin Amount 

1 Banyumas 810 
SMK Kesatrian 

Purwokerto 
111 

2 Cilacap 360 
SMA N 3 

Purwokerto 
87 

3 Purbalingga 236 SMA N Baturaden 62 

4 Banjarnegara 131 
SMK Bakti 

Purwokerto 
59 

5 Brebes 94 
SMK N 2 

Banyumas 
55 

… ………….. … ….. …. 

Table 3. Cluster 3 origin regency and school 

No Regency Amount School Origin Amount 

1 Banyumas 1670 
SMK N 1 

Purwokerto 
161 

2 Purbalingga 363 
SMK Wiworotomo 

Purwokerto 
158 

3 Cilacap 349 

SMA 

Muhammadiyah 1 

Purwokerto 

122 

4 Brebes 130 
SMK N 2 

Purwokerto 
100 

5 Banjarnegara 53 
SMK YPT 2 

Purbalingga 
97 

… ………….. … ….. …. 

Table 4. Cluster 4 origin regency and school 

No Regency Amount School Origin Amount 

1 Banyumas 333 SMK N 1 Bukateja 21 

2 Cilacap 189 

SMK Karya 

Teknologi 

Jatilawang 

18 

3 Brebes 139 
SMA N 1 

Kedungreja 
17 

4 Purbalingga 114 SMA N 1 Wangon 17 

5 Banjarnegara 87 
SMK N 2 

Purbalingga 
15 

… ………….. … ….. …. 
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Each cluster has different analysis conclusions. The 

results of the analysis form a pattern of applicants from 

the side of their school. Based on school category 

variables consisting of favorite, medium, and non-

favorite schools, each cluster is divided into each 

category. Clusters 1 and 4 are almost uniformly 

composed of registries from non-favorite schools. Cluster 

2 consists of middle-class schools and cluster 3 consists 

of favorite category schools and with large numbers. As 

for the cluster results of the wave and promotional 

methods used are shown in tables 5, 6, 7, and 8. 

Table 5. Cluster 1 phase dan information 

No Phase Amount Information Amount 

1 I 229 brochure 613 

2 II 217 friends/relations 97 

3 III 173 internet 26 

4 Exclusive 122 others 4 

5   tv 1 

Table 6. Cluster 2 phase dan information 

No Phase Amount Information Amount 

1 I 727 brochure 1508 

2 II 512 friends/relations 185 

3 III 298 internet 38 

4 Exclusive 210 others 11 

5   tv 5 

Table 7. Cluster 3 phase dan information 

No Phase Amount Information Amount 

1 I 1065 brochure 2294 

2 II 709 friends/relations 271 

3 III 454 internet 63 

4 Exclusive 409 others 7 

5   tv 2 

Table 8. Cluster 4 phase dan information 

No Phase Amount Information Amount 

1 I 442 brochure 873 

2 II 305 friends/relations 129 

3 III 185 internet 34 

4 Exclusive 114 others 7 

5   tv 3 

 

Based on clusters in tables 5, 6, 7, and 8 there can be 

found a registrant pattern from the wave of registration 

and what information media they use. From the wave of 

registration can be used to determine the status of 

universities based on community appraisal, but this 

pattern will be valid if this data is compared with data of 

high school / vocational graduates who enter at other 

universities in the area. So which is bigger than the 

percentages of the number of graduates who enroll in 

other universities with STMIK Amikom Purwokerto. If 

the percentages that register to STMIK Amikom 

Purwokerto already exceed 50% then the next step is to 

see the results of each cluster. Seen from each cluster, 

more students enrolled in wave I and II, especially on 

cluster 3, when viewed from the origin of their school 

they mostly come from schools with favorite categories. 

Other information that can be obtained from each 

cluster is about the information media they use to know 

the registration information. From all clusters, it can be 

seen that the brochure media is more widely used by 

students, compared to internet and tv. 

The design of the built system can automatically 

determine the list of schools that will be the destination of 

the roadshow. By grouping and summarization on each 

cluster then done ranking will be taken some schools that 

will be recommended to be a target roadshow. The 

number of recommended schools can be determined by 

the user as needed. 

 

V.  CONCLUSION AND FUTURE WORK 

In this research, the decision support system in 

determining the roadshow target can run well and 

produce some patterns found from the registrant.  So 

besides the target roadshow generated, the analysis of the 

resulting cluster is also useful for the marketing in 

preparing the promotion strategy. Patterns of registries 

such as the origin of registrants based on favorite and 

non-favorite category schools may also be taken into 

consideration. In addition, more information media 

dominated by brochure media, it can be concluded that 

students tend to like specific information, they don’t need 

to bother themselves looking for information on the web 

or other media on the internet. 

Future research can be added other data sources such 

as data of registrants who enter at other universities in the 

area. The data source can be taken from an external 

source and then made a new dimension to the semantic 

data warehouse built on this research. This is one of the 

advantages of data warehouse semantics, it is easy to 

integrate different data sources with different data types. 
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