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Abstract

Stock market trend can be predicted with the help of machine learning techniques. However, the stock market changes is uncertain. So it is very difficult and challenging to forecast stock price trend. The main goal of this paper is to implement a model for stock value trend prediction using share market news by machine learning techniques. Although this kind of work is implemented for the stock markets of various developed countries, it is not so common to observe such kind of analysis for the stock markets of underdeveloped countries. The model for this work is built on published stock data obtained from DSE (Dhaka Stock Exchange, Bangladesh), a representative stock market of an underdeveloped country. The empirical result reveals the effectiveness of Convolutional Neural Networks with LSTM model.
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trend for the day itself or the next day can be predicted. As there are no certain rules to estimate or predict the price of a stock, this work aims to find a way to predict the stock price trend.

Stock market have huge fluctuation. Investing in a good stock but at a bad time can make big economical loss, while investing in a stock at the right time can bear profits. Nowadays, financial investors do not properly understand which stocks to buy or which stocks to sell in order to make profit. This paper will reduce the problem, with suitable accuracy, faced in such real time scenario.

The aims of this work, named News Impact on Stock Trend, are as follows:

1) To identify the influencing factors of share market.
2) To identify the correlation between share market news and stock price movement from large set of data.
3) To predict the trend of share price.

The main goal of this paper is to generate an approximate forecasting output of each stock based on the previous historical data.

The remainder of this article is arranged as follows: beginning with this introduction and in the next section, related works are explained. The Materials and Methods are explained in Section 3 and Section 4 describes the experimental results of the proposed system. The conclusions are then described in the last section.

2. Background and Related Work

Curriculum In the last few decades, forecasting of stock returns has become an important field of research. Using Twitter messages as input to predict the stock price is a very popular approach [1-2]. Like this paper, some of the research done in this field focuses on the idea of combining stock prices with news headlines [3-5].

Kalyani et al. (2016) collected three years of Apple Inc. stock data. Additionally, they also collected news data of this company over the same time span. The news data has been collected from several news websites, such as Google news1 and yahoo finance2. First, they used a sentiment detection algorithm to detect the sentiment of news articles. The sentiment detection algorithm transferred the news article into a count of positive and negative words. These results were then used in various classification algorithms, such as SVM, Random Forest and Naive Bayes. The accuracy of these classifiers are achieved between 75% and 90% on an unseen dataset.

Kirange and Deshmukh (2016) used the same steps as the above research mentioned, but they used 10 years historical data of Indian companies. They also invoke sentiments of the news article as input parameters to various classification algorithms, such as SVM, KNN and Naive Bayes. The outcome results of this research was the accuracy between 47% and 75%. The problem with these papers is that they have used the sentiment of news article as input parameters to their proposed approaches where the system consider only the current state of news sentiment, but did not consider the previous news sentiment.

Another research by, Wilson and Sharda [6] studied a research using neural networks and classical multiple discriminant analysis, where neural networks performed significantly better.

Min and Lee [7] were doing prediction of bankruptcy using machine learning techniques such as Support Vector Machine, multiple discriminant analysis, logistic regression analysis, and three-layer fully connected back-propagation neural networks. The experimental results expressed that support vector machines outperformed than other. They used various financial influencing factors such as interest coverage ratio, ordinary income to total assets, Net income to stakeholders’ equity, current liabilities ratio, etc. as input parameters and output results gained the accuracy of around 60%. By using neural networks for forecasting credit rating of the companies and achieving accuracy between 75% and 80% for the Taiwan and United States markets.
Atsalakis, G. S., Dimitrakakis, E. M. & Zopounidis [8] proposed WASP (Wave Analysis Stock Prediction) system based on the neurofuzzy architecture, which utilizes the Elliott Wave Theory. The proposed technique has been used to forecast the trend of the stock prices and the system performed significantly better.

Tsai and Wang [9] proposed a model where they used ensemble learning, composed of decision trees and artificial neural networks. They used Taiwanese stock market historical data for forecasting stock price. The evaluation of Decision Tree+Artificial Neural Network showed F-score 77%, but single algorithm showed up to 67%.

Kim and Han [10] proposed a genetic quantum algorithm which transform continuous input values into discrete ones. This model reduce the complexity of the feature selection.

Several variations of Neural Networks have been tried by the researchers to achieve improved results on forecasting [11-20]. New forecasting model on the basis of fuzzy systems have also been proposed [21-23]. Liang, Zhang et al. [24] proposed a model for predicting option prices using neural networks (NNs) and support vector regressions (SVRs), based on a two stage nonparametric method. In first stage they modified the improved conventional option pricing methods, to forecast the option prices. In second stage they employed the NNs and SVRs to increase the predicting accuracy. They used Hong Kong option market data. The experimental results demonstrated the ability of NNs and SVRs to improve forecast accuracy.

Kara, Boyacioglu et al. [25] proposed two efficient models based on artificial neural networks (ANN) and support vector machines (SVM) for predicting the direction of movement stock price. They used ten technical indicators as inputs parameters for predicting daily stock price of Istanbul Stock Exchange (ISE) National 100 Index. The outcomes demonstrated that the average performance of ANN model (75.74%) performs significantly better than the SVM model (71.52%).

Yavuz, Mehmet & Sakarya, ¸Sakir & Ozdemir, Necati & Karaoglan, Aslan. (2015) [26] proposed an ANN model for predicting daily and weekly returns of Borsa Istanbul (BIST)-100 Index during global crisis period (July 2007-December 2009). The results almost correctly gave the value for next day and next week with an accuracy margin error of less than 5% for unknown samples.

3. Materials and Methods

In this study, the proposed system can predict the stock’s price movement of DSE for today, tomorrow and day after tomorrow by using Convolutional Neural Network (CNN) [29] with LSTM. During the training process, the network will learn to ignore any inputs that don’t contribute to the output. In training phase, the input parameter is news headlines of stock and forecast the stock trend.

LSTM is a type of recurrent neural network that preserves its state. Generally the news headlines are text based and LSTM networks have already been proven successfully with text data for applications as NLP [27] and machine translation [28]. The architecture of the proposed system is shown in Fig. 1. This model achieve a more precise approach compared to previous approaches. In the following, the detailed description of the different sections of proposed system is expressed.

A. Data Grabing

The data used in this research work were historical daily stock prices and news. For this purpose, a data grabbing system is developed, which runs on every 5 minutes interval that scraps new3 and stock price data 4 from Dhaka Stock Exchange (DSE), Bangladesh web site and stored in SQL server database. The stock data consists of open price, low price, high price, close price, and volume traded. The open price is the opening price of the stock (PoS) at the start of the trading day, the low price represents the minimum PoS during the trading day, the high price represents the maximum PoS during the trading day, and the closing price indicates the PoS when the market closes.
B. Input Processing

As shown in Fig. 1 the headlines are used as input for the neural network. These headlines are preprocessed and organized as input parameter. Before invoke as input all preprocessed headlines are converted to lowercase characters to overcome double identical words with a different capitalization. For example, considering the news headline “- (Q1): As per un-audited...”. After processing the output will be “q1: as per un-audited”.

Tokenization is performed using Keras Tokenizer Method on processed news headlines data sets. This tokenization process works in two steps. First it updates internal vocabulary index based on word frequency. If providing something like, “Stock price is very difficult to predict” It will create a dictionary e.g. word_index[“Stock”] = 0; word_index[“price”] = 1. It is word to index dictionary, therefore every word gets a unique integer value where lower integer means more frequent word. Second it transforms each word to a sequence of integers. So it basically takes each word in the text and transform a corresponding integer value from the word_index dictionary.

C. Embedding layer

The embedding layer of above architecture Fig. 1, which transfer the words by numeric indexes. Actually "Word embeddings" are a family of natural language processing techniques aiming at mapping semantic meaning into a geometric space. So, this layer vectorizes the news headlines (the "word2vec" technique). Let us consider a simple example of a training set consists of only two phrase:
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“Stock price is volatile”
“Stock changes is uncertain”
After Tokenization our phrases could be rewritten as:

\[ [0, 1, 2, 3] \]
\[ [0, 4, 2, 5] \]

Once the model has been trained, the embedding layer with 168 top words size, gives a \((6, 2)\) embedding vectors:

Table 1. Embedding vectors mapping

<table>
<thead>
<tr>
<th>Index</th>
<th>Embedding</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>[2.1, 2.0]</td>
</tr>
<tr>
<td>1</td>
<td>[0.1, 3.0]</td>
</tr>
<tr>
<td>2</td>
<td>[1.0, 3.1]</td>
</tr>
<tr>
<td>3</td>
<td>[0.3, 2.1]</td>
</tr>
<tr>
<td>4</td>
<td>[0.7, 1.7]</td>
</tr>
<tr>
<td>5</td>
<td>[0.5, 2.3]</td>
</tr>
</tbody>
</table>

According to these embeddings, our two training phrase will be represented as:

\([2.1, 2.0], [0.1, 3.0], [1.0, 3.1], [0.3, 2.1], [0.7, 1.7], [0.5, 2.3] \]

So, embedding vectors gives the corresponding dimension for each word. Similar relational words are clustered together and they positioned closet each other, as Fig. 2. When a token (i.e. word) is given as input to the embedding layer, it returns the vector of that corresponding token.

In this work, for the word embeddings, top 2000 words in the corpus are used to convert the words to the proper index i.e. input_dim = 2000. All other words that were not present in the top 2000 words are set to an index of zero. Embedding vector length is used 32. The maximal size of the each input sequence is 100 and zero padded for smaller headlines.

Fig. 2. Scatter chart for two training phrases

D. Convolutional(CNN) and Max Pooling Layer

The output of embeddings layer are fed to a 1D convolutional layer with a kernel size of 3 and 32 filters. Adding a convolutional layer before a LSTM layer excel the mapping spatial structure of input data. The size of kernel has been chosen 3, because the surrounding less weighted words are filter out. So, a convolution
layer worked here is like a filter of a certain dimension. The final output of this computation forms a single integer element.

Next layer added in this proposed system is pooling or down sampling layer, which executes some mathematical operation over regions/patches. In this work, max-pooling is used.

Two of the most common pooling operations are:
1) Max-pooling.
2) Average-pooling.

Max-pooling [30] selects the maximum of the values in the input feature map region of each step and average-pooling the average value of the values in the region. The output in each step become a single scalar. Here max pooling layer is added after the convolutional layer to take the maximum weighted word.

E. LSTM Layer

The output of the max-pooling layer is used as input for the LSTM layer. LSTM is capable of learning long-term dependencies. Instead of neurons, LSTM networks have memory blocks that are connected through layers. It performs smarter than a classical neuron and a memory for recent sequences. LSTMs also have chain-like neural network layer.

Here a traditional LSTM cell with the number of units set to 100, a hyperbolic tangent activation function and a hard sigmoid recurrent activation function is used. A GRU Cell [31] has also been used, but this did improve the network, but only worsened.

F. Sigmoid layer

A Dense with sigmoidal activation function has been used for this layer, because the final outputs will be a vector with a size of 1.

In this model a binary cross entropy loss function also used, since it is a binary classification problem. The Adam optimization function [32] is used in this model. The learning rate at the beginning is set to 0.001 with a learning rate decay of 0.1 when the validation loss did not improve any more for 5 epochs, then terminate from the epochs & model is stored. Accuracy of the model is also stored to CSV files for per stock.

So, the major steps involved in this network are as follows:
1) Feed the preprocessed input data sample, compute the corresponding output.
2) The word embeddings are fed to a 1D convolutional layer.
3) A max pooling layer is added after the convolutional layer to make the filters location invariant.
4) The output filtered vector of the convolutional layer are used as input for the LSTM layer.
5) A sigmoidal activation function has been used for the output layer.
6) Using a binary cross entropy loss function for achieving best output.
7) Compute the error between the output(s) and the actual target(s).
8) IF accuracy_score > pre accuracy_score THEN go to Step 2 ELSE stop.
4. Result Analysis

Different datasets has been used to train different models on. Each day stock data of each company are combined with a per day news headline were composed. For training, validation and test set, all datasets were split into 80-10-10 respectively. The implementation of the model has been done in Keras using a Tensorflow backend. This approach has been chosen because it can consider not only the current state, but also previous historical state. The dataset description and the experimental results are explained in this section.

A. Data Set

In this research, the closing price is chosen to represent the PoS to be modeled and predicted. This is because the closing price reflects all the activities of the stock of the day. The News data consists of PublishDate, Scrip, Title, Content, Source, NewsUrl. PublishDate is the release date of news. Scrip is the stock code of respective companies. Title, Content, Source and NewsUrl represents respectively, the news headline, full content of the news, scraping from which news source and news online url. In this research the Title is chosen for predicting the stock price trend. After gathering raw data, Stock and news data were combined together and stored in CSV files. During this step, News title also processed as described in Materials and Methods section. Thereafter, these processed news headlines dataset was further extended by including values which indicated the change of the company’s stock at the day the news headline came out (PublishDate), one day later and two days later which are indicated by “today”, “tomorrow” and “day_after_tomorrow”. These three fields were populated and represented by binary values (0 or 1). When close price is greater than open price, then 1 otherwise 0 (close price is less than equal to open price). After that, all combined data were loaded from csv to import as pandas data frame and feed to this proposed model as input. So, the combined stock data consists of PublishDate, Scrip (Stock Name), Title, today, tomorrow, day_after_tomorrow, normalized_headline.

B. Predicted Results

After successfully completing the training phase, the proposed system can predict price trend for today, tomorrow and the day after tomorrow.

The accuracy results are given in Table 2. All the results are reported on the held out test set.

<table>
<thead>
<tr>
<th>Company</th>
<th>Full Name</th>
<th>Today</th>
<th>Tomorrow</th>
<th>D.A. Tomorrow</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABBANK</td>
<td>AB Bank Limited</td>
<td>75.00%</td>
<td>91.67%</td>
<td>91.67%</td>
</tr>
<tr>
<td>SQURPHARMA</td>
<td>Square Pharmaceutical Ltd.</td>
<td>70.1%</td>
<td>77.1%</td>
<td>78.1%</td>
</tr>
<tr>
<td>PRAGATILIF</td>
<td>Pragati Life Insurance Ltd.</td>
<td>68.6%</td>
<td>71.7%</td>
<td>73.8%</td>
</tr>
<tr>
<td>UNITEDAIR</td>
<td>United Airways (BD) Ltd.</td>
<td>76.92%</td>
<td>84.62%</td>
<td>69.23%</td>
</tr>
<tr>
<td>SOUTHEASTB</td>
<td>Southeast Bank Ltd.</td>
<td>41.67%</td>
<td>83.33%</td>
<td>87.50%</td>
</tr>
<tr>
<td>SPCL</td>
<td>Shahjibazar Power Co. Ltd.</td>
<td>92.86%</td>
<td>85.71%</td>
<td>85.71%</td>
</tr>
</tbody>
</table>
As it is seen that the proposed model performs better when the time progresses (Table 2) i.e. this model can predict the stock’s price trend for tomorrow and the day after tomorrow overall better than today (except SPCL in the above table 2). For example, today, tomorrow and the day after tomorrow accuracy of "ABBANK" are respectively, 75%, 91.67% and 91.67%, where tomorrow and the day after tomorrow accuracy were greater than today. When test is run with specific model with specific day’s data from combined data set, it gives output as decimal values. When the output less than 40, stock price will go down, for 40-70 price will remain same and if output greater than 70 price will be increased as it is shown in Table 3:

<table>
<thead>
<tr>
<th>Ranges</th>
<th>Price Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 40</td>
<td>Negative</td>
</tr>
<tr>
<td>40 - 70</td>
<td>Neutral</td>
</tr>
<tr>
<td>70 &lt;</td>
<td>Positive</td>
</tr>
</tbody>
</table>

5. Conclusion

The main goal of this research is the detailed investigation of the co-relation between stock price trend & the financial news. By incorporating only limited number of parameters, there is certain degree of accuracy. Since, there are many influencing parameters that directly affect stock market; each and every one of them cannot be taken into account. In this work, each day price is concerned with only one news. Dhaka Stock Exchange (DSE), Bangladesh web site is used only as source. As a part of the future work, potential improvement can be made to our data collection and analysis method. Multiple news collecting from multiple source and that can be used with each day stock price, i.e. multiple news for each day. The model could be trained on more companies instead of one specific company. A great improvement can be made by including technical indicators as input parameters. Since technical indicators directly influence the stock price & following it. Also the sentiment of a news headline can be included for improvement. This can help further improvement to the proposed system so that it can generates more accurate results.
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