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Abstract 

Keyphrase extraction from news web pages is an important task for news documents retrieval and 

summarization. Keyphrases are like index terms that enclose the important information about document content. 

Keyphrases actually offer concise and precise description of document content. Key phrases are considered as a 

single word or a combination of more than one word that represent the important concepts in a text documents. 

The aim of this paper is to develop and evaluate an automatic keyphrases extraction approach for news web 

pages. Our approach identifies the candidate keyphrases from documents and chooses those candidate 

keyphrase having highest weight score. Weight formula combines the feature set that includes TF*IDF, phrase 

disatnce in documents and lexical chain that is based on WordNet to represent semantic relations between 

words. The experimental results show that the performance of our approach is better than the contemporary 

approaches today.  

 

Index Terms: Keyphrase extraction, Lexical chain, Web News, TF*IDF, WordNet. 
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1. Introduction 

Under the growth of worldwide networking through the internet, the news consumption pattern moved from 

the traditional physical newspapers to online news aggregate system.  As thousands of web news is posted on 

the internet every day, it is difficult to retrieve and summarize the relevant document effectively. So keyphrase 

extraction technique is used to provide the main contents of a given web page. It is useful in many areas like 

summarization, automatic indexing, topic search and clustering [7]. Keyphrase extraction is one of the most 

important tasks in news web pages. Readers make benefit from keyphrase because they can judge more quickly 

whether the news web page is worth reading.  
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Keyphrases provide a concise description of document content. We treat a document as a set of phrases; any 

phrase in a new document can be extracted as a keyphrase. Keyphrase can be defined as a phrase of one or 

more words that denote the main concept of the document. Phraseness and informativeness are the two main 

features of keyphrase.  Phraseness is a fairly dynamic idea which depicts the degree to which a given word 

sequence is considered to be a phrase. Informativeness denotes how well a phrase catches or outlines the 

important notions in a set of documents. A set of keyphrases related to a document gives high- level description 

of a document content that helps readers in searching for relevant information.  

Keyphrase extraction in a news web page has been a challenging research topic in recent years because news 

changes very rapidly. Only a small number of news websites have author given keyphrases and manually 

allocating keyphrases for each web news document is very effortful. Thus it is absolutely necessary to 

automatically extract keyphrases.  Automatic keyphrase extraction benefits users for the large document 

collection. Keyphrases of a document should be semantically related with the other words of the document. 

Therefore, in this paper, we proposed a Keyphrase Extraction approach, which uses lexical chain of 

semantically related words that are interconnected by semantic relations. The number of words and the number 

of semantic relations among the words can be different for each lexical chain. WordNet is used for the 

construction of lexical chain.  

The organization of the paper is follows as. In section 2, previous studies on keyphrase extraction are 

discussed first.  Section 3 describes the dataset used in the experiment. In section 4, we describe our proposed 

approach for the news web page keyphrase extraction. Experimental results and evaluation are discussed in 

section 5. Finally, some concluding remarks and future scope is discussed in section 6.  

2. Related Work 

In the previous works authors have suggested that document keyphrase can be useful in many areas as 

information retrieval and summarization. Chien [1] developed a keyphrase extraction system for Chinese and 

other Asian languages. Witten I. H. et al. [2] describe KEA algorithm, based on Naïve Bayes classifier 

automatically extracts keyphrases from text. This algorithm recognizes candidate keyphrases using lexical 

methods and computes feature values for each candidate by using machine learning algorithm and analyze 

which candidates are noble keyphrases. Martinez J. L. et al. [3] focus on AKE (Automatic Keyword Extraction), 

it is a keyword extraction system which is used to extract news articles keywords. KIP (Keyphrase 

identification program) [4] uses sample human keyphrsaes and then learns to identifiy additional news 

keyphrases. KIP mines noun phrases from documents and score will be allocated to each noun phrases. 

Depending on the weights the words that have higher score than the threshold will be selected as keyphrases. 

Wang J. et al. [5] proposed in their paper Neural Network based keyphrase extraction method. Lui Y. J. [11] 

presents a domain independent keyphrase extraction algorithm, which distinguish keyphrases from non –

keyphrases by using statistical and computational linguistics techniques combination, a new attribute set and a 

new machine learning method; and shown that it perform well than other keyphrase extraction methods. Li z. F. 

et al. [12] proposed an approach based on lexical chain by using Reget’s thesaurus and improve the KEA 

keyphrase extraction. Duwairi R. et al. [13] presents a framework for keyphrase extraction based on the KEA 

system. It relies on supervised learning particularly Naïve Bayes algorithm. Xu, S. et al. [14] introduce several 

novel word features by extracting inlink, outlink, category and infobox information from Wikipedia article set.  

Luo, Z. et al. [15] propose a method to integrate the comment posts for keyphrase extraction from web news 

documents. Boudin, F. [16] present and compare five centrality measures for graph based keyphrase extraction 

and used three datasets of different language and domain. Their results outperform the other centrality measure 

on short documents. Xie, F. et al. [17] proposes an approach which acquires semantic features within phrases 

from a single document. Their result demonstrates better performance than TFIDF and KEA.   Gao, Y. et al. 

[18] propose a method to extract hot keyphrases from news report; their method consists a two-step process of 

keyphrase extraction based on TF*PDF. In their method each step uses position- weighted TF*PDF schema. Li, 

Z. et al. [19] propose a method based on the lexical chain to improve KEA keyphrase extraction, their 
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experiments result shows improvements compare with KEA and Nguyen and Kan’s method. Hsu, H. M. et al. 

[20] propose subject- keyphrase concept to extract subject-keyphrases from a documents. They use definition-

use chain for subject-keyphrase extraction algorithm. Wang, C. et al [21] propose a system for automatic online 

news topic keyphrase extraction, their system perform effectively with 70.61% precision and 67.94% recalls. 

3. Description of The Dataset 

The online news articles have been chosen from the ‘The Hindu’ news website. All these selected news is 

world news posted from 20 April 2016 to 30 April 2016. Our dataset contains 150 web news documents. The 

key purpose, we select ‘The Hindu’ news website for the experiment is that every news web page has author 

assigned keywords. We take the author assigned keywords as gold standard keyphrase. We choose some 

keyphrase manually for each document. Most of the keyphrases consists of one or more than one words.  

Keyphrases having more than three words are less in number in our dataset. Average number of manually 

assigned keyphrases per document is 15. Here it is interesting to note that all author allotted keyphrase for a 

document may not occur in the title of the document. Total number of noun phrases in our dataset is 2250. The 

total number of author assigned keyphrases for all the documents in our dataset is 479.  

4. Proposed Method 

In the proposed method firstly in the document words are segmented, stemmed and stop words are removed. 

After that candidate phrases from the document are identified. Weight of each candidate phrase is computed by 

the features TF*IDF, phrase distance, and building lexical chain. According to the weight, a high scorer 

candidate phrases is selected as a keyphrases. The process of keyphrase extraction is shown in Fig1.  

 

 

Fig.1. Keyphrase Extraction Process 

The steps of the proposed method are as follows: 

 

1. Words are segmented and stemmed and stop words are removed. 

2. Identify the candidate phrase from each document.  

3. Compute the TF*IDF and phrase distance of each candidate word 
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4. Select the top n candidate phrase according to the value of TF*IDF and phrase distance. 

5. Build the lexical chains of each top n candidate phrase. 

6. Compute the weight of each candidate phrase. 

7. Select the top m candidate words as the keyphrase according to their weights. Select those candidate 

words as keyphrases which have higher weights. 

4.1. Identification of Candidate Phrase 

Keyphrases are extracted from candidate phrases. The noun phrases in the document are treated as the 

candidate keyphrase [6]. In order to recognize the noun phrases documents have been tagged by stanford Part- 

Of- Speech (POS) tagger [27]. We used Stanford POS tagger to extract the lexical information about the terms 

in a document. Fig. 2 shows the lexical tag assigned by the tagger for a document. According to this figure, JJ, 

DT, NN, NNS, VBZ, NNP, PRP$, VBN, IN, CD, etc are lexical tags assigned by the POS tagger.  

Fig 3 shows the meaning of these tags. Candidate keyphrase extracted from Fig 2. Are: terrorists, central 

forensic science laboratory, DNA sample, government officials, National Investigation agency, investigation 

team, spokesperson, photographs, sensors. 

 

 

Fig.2. POS Tagged Document 

 

Fig.3. Meanings of the Tags 
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4.2. TF*IDF of Candidate Phrase 

After identifying candidate phrase, the collection of candidate phrases identified in the web news documents 

may be huge in number. From a vast collection a small number of phrases may be selected as the keyphrases. 

In this paper we select 15 keyphrases from a single document. TF*IDF of each candidate phrase is used to rank 

the phrases. TF*IDF measure the phrase frequency in a document compared to its rarity in general use.  

We compute the TF*IDF of each word by the given eq. (1) 

* *log( )
f

n i

t N
TF IDF

t n


                                                                                                                                  (1) 

Where tf is the frequency of term t in a document, tn is the total number of terms in a documents, N is the 

total number of documents and ni is the number of documents in the dataset that contains term t. 

4.3. Phrase Distance 

The distance attribute is the position where a phrase first appears in the document. The candidate keyphrases 

that appears early in a document should be given higher score. Like previous approach [7], Distance of a phrase 

from the start of a document is measured as the number of words that precede its first appears divided by the 

number of words in the documents.  The distance of a phrase in the document is calculated as in eq. (2)  

tan
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                                                                                                                                       (2) 

Where nj is the number of words that predate its first appearance, and number of words in the document are 

denoted by n. 

4.4. Construction of Lexical Chain 

Firstly Morris and Hirst [8] give the concept of lexical chain. According to them lexical cohesion is an 

arrangement of related words that give the continuity of lexical meaning. Lexical cohesion occurs as a result of 

semantic relation between words. One of the main advantages of lexical cohesion is that it is an easily 

recognizable relation that enables the computation of lexical chain. Lexical chains visualize the semantically 

related words or phrases in the text.  These words or phrases are called the lexical items and each item gives a 

specific meaning to a lexical chain.  In this paper we use WordNet for creating lexical chains. With the help of 

path between concepts, lexical chain can be found. In general two concepts can have many possible lexical 

chains. For creating lexical chains we ignore numbers, units, currencies, times/periods, names, places and 

referring items [10]. Suo, Hong-guang et al. [22] use HowNet to determine the relationship between words and 

build vocabulary chain. For the construction of lexical chain we used synonym, hypernym/hyponym, 

coordinate term and meronym, Silber, H. Gregory [23] and Ercan, Gonenc [9] also used the same relations 

except coordinate term. In order to rank lexical chains, high scoring chains must be picked as the important 

concept from the original document. We use Barzilay and Elhadad [24] idea of strong chain.  

Fig 4 shows the different set of lexical chains chooses from the tagged document in Fig 2. 

Lexical chains usually depend on semantic relations that can be acquired from WordNet. Hypernym/ 

Hyponym, Synonym/ Repetition, Meronym/ Holonym, Antonym, and Sibling relations are used to build lexical 

chains.  

Fig 5 shows the lexical graph of LC1 in detail. 
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Weights of every relation between word senses are given allegedly [9]. Table 1, shows the allocated weights 

for the relation. Subsequent to scoring each lexical chain of the word, we select the chain with a maximum 

score as the lexical chain. 

Table 1. Weight of Lexical Chain Relation 

Relation Explanation of 

Relation 

Weight 

Synonym/ reiteration Same meaning 10 

Coordinate Term Sibling 8 

Hypernym/hyponym General/specific 7 

Meronym Is a part of 4 

 

According to these assigned weights, the score of lexical chain LC1 is equal to 43 (=5*7 + 8) since there are 

five Hypernym/Hyponym relations and one Coordinate term. 

 

 

Fig.4. Set of Lexical Chain 

 

Fig.5. Lexical graph 

4.5. Weight of Candidate Phrase 

Weight of a candidate phrase can be obtained by the combination of the features: TFIDF, phrase distance, 

and lexical chain shown in eq. (3).  

chain Lexical*c+distance phrase*b+IDF*TF*a=weight                                                         (3)
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Where TF*IDF is the value of the candidate phrase, phrase distance is the distance into the document of 

candidate phrase first appearance, and lexical chain is the length of the chain that contains candidate phrase and 

a, b, c are the parameters that can be adjusted. The value of these parameters in our experiment has been set to 

1.  

Suppose we have to find the weight of a candidate phrase “Terrorist”, which we selected from our dataset. 

The weight computation as discussed in eq. (3) comprise of three components, the value of each component has 

been obtained as follows.  

Firstly we calculate the TF*IDF of the phrase “Terrorist”. The position of “Terrorist” phrase in the document 

of our dataset is 9 and the number of words in the whole document is 367, then the value of TF*IDF is 

calculated as in eq. (1) 

* *log( )
f

n i

t N
TF IDF

t n


 

TF*IDF= 0.0174832 

Secondly we find the value of Phrase distance of the “Terrorist” phrase as calculated in eq. (2) 

tan
jn

PhraseDis ce
n


 

Where the value of nj is 6 in the document and n is 367. Therefore the value of phrase distance is 

Phrase distance = 0.0163 

In the next step, we construct and then calculate the value of lexical chain. We choose lexical chain LC1 

from fig. 4, because the value of LC1 is higher than other lexical chains. The value of lexical chain LC1 is 43, 

calculated in previous section 4.4. Finally the weight of the candidate phrase is calculated as: 

 

W= 1*0.0174832+ 1* 0.245 + 1* 43  

W= 43.0174832 ~ 43.01 

 

Like the “terrorist” phrase, all the candidate phrases of the dataset are calculated. We select the top fifteen 

higher weight scorer candidate phrases as keyphrases of a document. 

5. Experiment Result and Evaluation 

Experiments were carried out to evaluate the overall performance of our approach. For evaluating the 

automatically generated keyphrases, we first take the two standard information retrieval metrics precision and 

recall. The precision; measures the proportion of number of extracted key phrases that are also author tagged 

key phrases to the total number of extracted keyphrases. The second one ‘recall’ measures the proportion of the 

extracted key phrases that are also author tagged key phrases to the number of author tagged keyphrases. These 

metrics show how well generated phrases match a set of relevant phrases.  
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Where Ne is the number of keyphrases extracted, Nt the number of keyphrases tagged by author. Ne∩t is the 

number of extracted keyphrases that are also keyphrases tagged by author. 

Table 2 shows the keyphrases assigned by the author of the news article which is the document number 2 in 

our dataset. 

Table 2. Author Assigned Keyphrases for News Article Number 2 in the Dataset 

Document No. Author Key 

2 Pathankot attack 

2 forensic attack 

2 Terrorism 

2 
Special Investigation 

Team 

2 Joint investigation 

 

From the document 2, our proposed approach extracted the top 5 keyphrases as shown in Table3.  

Table 3. Top 5 Keyphrases Extracted By our  Proposed Approach  

Document No. Author Key 

2 Pathankot attack 

2 forensic science laboratory 

2 terrorism 

2 Special Investigation Team 

2 National Investigation agency 

 

Table 2 and Table 3 show that out of 5 keyphrases extracted by our approach, 3 keyphrases matched with the 

author assigned keyphrases. 

In order to compare our approach with state- of- the-art keyphrase extraction systems we have selected KEA 

[2] and KESR [25]. Most existing systems identify candidate phrases by the method applied in KEA and KESR. 

KEA is comparatively simple and useful in automatic keyphrase extraction. The KEA identifies candidate 

keyphrase using lexical methods and calculates the feature value of each candidate phrase, and then predicts the 

good keyphrase from candidate by using machine learning algorithm. The basic model of KEA involves two 

stages. Firstly build a model for recognizing keyphrases by using training documents where the author 

keyphrases are known. Secondly, use the model create on first stage, choose the keyphrases from a new 

document. The overall performance of KEA show that on average KEA can match between one and two of the 

five keyphrases chosen by the average author in the collection.  

NFAS system considers all phrases except stop words in the web news pages. In this system Key-phrase 

Extraction based on Semantic Relations (KESR) algorithm is used for keyphrase extraction. The goal of KESR 

is to extract those words that have a low frequency but provide a major impact to the text subject. The basic 

model of KESR algorithm involves two attributes: TFIDF, and word similarity and lexical chain.  Word 

similarity is computed through HowNet. Extracted keyphrases compared with the phrases in the news title and 

phrases in the core hints provided by the author. By comparing their results with TF*IDF and KELC (Key-

phrase extraction based on lexical chains) [22], KESR outperforms the other two in both the cases, when the 

title kept and when the title removed and core hints kept.  

In this paper, we compare the overall performance of our keyphrase extraction method with the existing 

keyphrase extraction methods.  In the experiment, the number of keyphrases to be extracted was set to 5, 10, 

and 15 respectively. Table 4, shows that the approach presented in this paper seems to be better than other 

approaches in terms of precision and recall.  

http://www.thehindu.com/news/national/forensic-report-establishes-presence-of-6-terrorists-during-pathankot-strike/article8357577.ece?ref=topnavwidget&utm_source=topnavdd&utm_medium=topnavdropdownwidget&utm_campaign=topnavdropdown
http://www.thehindu.com/news/national/forensic-report-establishes-presence-of-6-terrorists-during-pathankot-strike/article8357577.ece?ref=topnavwidget&utm_source=topnavdd&utm_medium=topnavdropdownwidget&utm_campaign=topnavdropdown
http://www.thehindu.com/news/national/forensic-report-establishes-presence-of-6-terrorists-during-pathankot-strike/article8357577.ece?ref=topnavwidget&utm_source=topnavdd&utm_medium=topnavdropdownwidget&utm_campaign=topnavdropdown
http://www.thehindu.com/news/national/forensic-report-establishes-presence-of-6-terrorists-during-pathankot-strike/article8357577.ece?ref=topnavwidget&utm_source=topnavdd&utm_medium=topnavdropdownwidget&utm_campaign=topnavdropdown
http://www.thehindu.com/news/national/forensic-report-establishes-presence-of-6-terrorists-during-pathankot-strike/article8357577.ece?ref=topnavwidget&utm_source=topnavdd&utm_medium=topnavdropdownwidget&utm_campaign=topnavdropdown
http://www.thehindu.com/news/national/forensic-report-establishes-presence-of-6-terrorists-during-pathankot-strike/article8357577.ece?ref=topnavwidget&utm_source=topnavdd&utm_medium=topnavdropdownwidget&utm_campaign=topnavdropdown
http://www.thehindu.com/news/national/forensic-report-establishes-presence-of-6-terrorists-during-pathankot-strike/article8357577.ece?ref=topnavwidget&utm_source=topnavdd&utm_medium=topnavdropdownwidget&utm_campaign=topnavdropdown
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Table 4. Precision and Recall Comparison of Three Approaces 

Number of 

Keyphrases 

Average Precision 

 

Average Recall       

 

 Our 

Approach 

KESR KEA Our 

Approach 

KESR KEA   

 

5 

 

0.34 

 

0.32 

 

0.28 

 

0.25 

 

0.24 

 

0.29 

 

10 

 

0.22 

 

0.20 

 

0.19 

 

0.46 

 

0.36 

 

0.40 

15 0.17 0.18 0.15 0.51 0.41 0.48 

 

Fig 6 shows the comparison of the individual performance of three different approaches. Precision is the 

proportion of the keyphrases extracted that are correct.  The experiments indicates that the precision of our 

approach  when extracting 5, 10, and 15 keyphrases is 0.34, 0.22 and 0.17 respectively is greater than KEA and 

KESR for the same 5, 10 and 15 keyphrases 0.28, 0.19 and 0.15; and 0.32, 0.20, and 0.18 respectively.  

 

 

Fig.6. Precision Comparison of Three Algorithms. 

Fig 7 shows the recall comparison of three different approaches. Recall is the fraction of relevant instances 

that are retrieved. Recall of our approach when extracting 5, 10, and 15 keyphrases is 0.25, 0.46 and 0.51 

respectively is greater than KEA and KESR for the same 5, 10 and 15 keyphrases 0.29, 0.40 and 0.48; and 0.24, 

0.36, and 0.41 respectively. 

 

 

Fig.7. Recall Comparison of Three Algorithms
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6. Conclusion and Future Work 

In this paper, we presented an effective technique which can extract keyphrases from news web page. In this 

work, we take noun phrases of the documents as a candidate Phrase, and used POS tagger for this task.  While 

ranking candidate keyphrases, weights of each candidate keyphrase is measured and choose the highest score 

keyphrases. To determine the weight of the keyphrase we use the TFIDF, phrase distance in the document and 

lexical chain. The approach is evaluated by the evaluation parameters precision and recall. Experimental results 

show that this approach is competitive with other known approaches.  

In the future, we might want to use more datasets to assess our system. For keyphrase extraction algorithm 

there is no standard datasets are available. In this paper we compare the extracted keyphrase with the author 

assigned keyphrases. But there are many other issues in this method. First, author assigned keyphrases are not 

generally show up in the document to which they belong. So, if a keyphrase is not contained in a given web 

page, it is never extracted as a keyphrase of the given web page by the automatic keyphrase extraction 

algorithm. Second authors provide only limited keyphrases which are less than extracted automatic. Therefore 

we will accomplice more research on searching for a more logical and target approach to assess the automatic 

extraction results.  
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